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a b s t r a c t 

The operation of image filtering is widely used to deblur digital images. However, using 

inappropriate masks, it can also blur images. Motivated by this concept, this paper in- 

troduces an image cipher using block-based scrambling and image filtering (IC-BSIF). To 

the best of our knowledge, this is the first time that image filtering has been used for im- 

age encryption. IC-BSIF uses the well-known substitution-permutation network and strictly 

follows the concepts of confusion and diffusion. The block-based scrambling is able to sep- 

arate neighboring pixels to different rows and columns, and thus can efficiently weaken 

the strong correlations between adjacent pixels. Using randomly generated masks by the 

secret key, the image filtering can spread little change of plain-images to the entire pixels 

of cipher-images. Simulation results show that IC-BSIF can encrypt different kinds of im- 

ages into noise-like ones, and security evaluations demonstrate that it can achieve better 

performance than several state-of-the-art encryption schemes. 

© 2017 Elsevier Inc. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

The two-dimensional (2D) digital images play more and more important roles in the modern digital technology. A 2D

digital image is a type of 2D data, which carries data with a visualized and meaningful way. Then, if secret images are

stolen, used or viewed by unauthorized users, disastrous security issues may happen. For example, if the spy steals the

images of one new martial weapon, the hostile country may obtain the detail settings and parameters of the weapon by

analyzing these images. Therefore, it is quite important to protect digital images and image cipher is an efficient solution of

image security issue by encrypting a digital image into a random-like cipher-image [3,31,35] . Only with the correct secret

key, one can recover the original image from the cipher-image. 

Up to now, researchers have developed many image ciphers using different kinds of techniques [8,15–18,23,29] . Among

these techniques, chaos theory is the most widely used one [1,21,34,36,37] . This is due to that chaotic maps have the

properties of initial state sensitivity, unpredictability and ergodicity, and these properties can be found similar counterparts

in image cipher [7,9] . Some examples of chaos-based image ciphers are as follows. In [33] , a new image encryption scheme

was designed using a new one-dimensional (1D) chaotic map, which is developed by combining two existing chaotic maps.

In [11] , an image cipher was developed using a new 2D chaotic map, named 2D-SLMM. In [10] , another image cipher was

proposed using a new 2D chaotic map, called 2D-LASM. For these chaos-based image ciphers, their security levels are highly
∗ Corresponding author. 
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Fig. 1. Demonstration of image filtering. (a) Structure of a 2D mask; (b) a current pixel and its adjacent ones in an image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

dependent on the performance of their used chaotic maps. However, the chaotic behaviors of chaotic maps may degrade

to periodic behaviors when they are implemented in the finite precision platforms. This greatly reduces the security levels

of the corresponding encryption schemes [22] . Many researchers have proved that some chaos-based ciphers owning low

security levels can be successfully attacked [13,14,20,28] . 

Besides chaos theory, many other techniques were also applied to designing image ciphers [2,6,30] . Some examples

are as follows. In [27] , the authors developed an image encryption scheme, which uses the Latin sequences to do pixel

permutation and substitution. In [5] , the authors proposed a novel image encryption scheme using Gray code. The Gray code

is used to do pixel permutation and a plain pixel-related image diffusion structure is used to achieve the diffusion property.

It is well-known that image filtering is widely used in many digital image processing technologies, such as image

deblurring, image smoothing and edge detection. This paper first presents the concept of using image filtering to encrypt

a digital image, and then designs a new image cipher using block-based scrambling and image filtering (IC-BSIF). IC-BSIF

adopts the well-known substitution-permutation network and strictly follows the confusion and diffusion concepts. The 

block-based scrambling first divides image into blocks, and then randomly shuffles pixels of each block into different rows

and columns. It can simultaneously shuffle the row and column positions of a pixel and thus can achieve a high efficiency

to reduce the strong correlations between adjacent pixels. Using randomly generated masks, the image filtering operation

can spread little change in plain-image to the entire cipher-image. Simulation results and security analysis show that

IC-BSIF can encrypt different kinds of digital images into random-like ones with high security levels. 

The rest of this paper is organized as follows. Section 2 presents the concepts of image filtering. Section 3 introduces

IC-BSIF and Section 4 displays its simulation results. Section 5 evaluates the security performance of IC-BSIF and the last

section concludes this paper. 

2. Concept of image encryption using image filtering 

This section introduces the detail operation of image filtering, and presents the concepts of using image filtering to do

image encryption. 

2.1. Image filtering 

Image filtering is to do convolution operation to a 2D image using a 2D matrix, called mask. More specifically, for each

pixel of an image, image filtering takes the sum of products between the image pixels and the weights of the 2D mask. The

current pixel is usually multiplied to the central of the mask and the adjacent pixels of the current one corresponds to other

elements of the 2D mask. Fig. 1 shows the structure of a 2D mask and a current pixel with its adjacent ones in an image.

Suppose the 2D mask is of size (2 M + 1) × (2 M + 1) , the mathematical operation of image filtering can be defined as 

Out x,y = 

M ∑ 

i = −M 

M ∑ 

j= −M 

W i + M +1 , j+ M +1 P x + i,y + j . (1) 

Image filtering can be used to smooth or sharp images, or to detect image edges. The used 2D masks in these operations

have some common properties: (1) the sum of all the weights usually equals to 1 to make the operation result has the

same brightness as the original image; (2) to make the mask symmetric, the size of the 2D mask is usually set as uneven,

e.g. 5 × 5; (3) the current pixel corresponds to the central of the mask. Using an appropriate mask, image filtering can

effectively remove the image noise. However, it can also blur an image with an inappropriate mask. By this concept, we

can encrypt a digital image into a noise-like one using image filtering. 



Z. Hua, Y. Zhou / Information Sciences 396 (2017) 97–113 99 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2. Image filtering for encryption 

The traditional usage of image filtering don’t need to recover the current pixel. However, the encryption process must

be reversible in an encryption algorithm. First, we introduce Proposition 1 to identify that the image filtering operation

satisfying some conditions can be reversible. 

Proposition 1. For any given mask W of size (2 M + 1) × (2 M + 1) , image P of size X × Y and P ’ grayscale level F, the operation 

I x,y = 

( 

M ∑ 

i = −M 

M ∑ 

j= −M 

W i + M +1 , j+ M +1 P x + i,y + j 

) 

mod F (2)

can be reversible and its inverse operation is 

P x,y = 

( 

I x,y −
∑ 

i, j ∈{−M, ... ,M}∩ (i, j ) � =(0 , 0) 

W i + M +1 , j+ M +1 P x + i,y + j 

) 

mod F 

if P ∈ N , W ∈ N and W M +1 ,M +1 = 1 . 

Proof. Because W M +1 ,M +1 = 1 , Eq. (2) can be rewritten as 

I x,y = 

( ( ∑ 

i, j ∈{−M, ... ,M}∩ (i, j ) � =(0 , 0) 

W i + M +1 , j+ M +1 P x + i,y + j 

) 

+ W M +1 ,M +1 P x,y 

) 

mod F 

= 

( ( ∑ 

i, j ∈{−M, ... ,M}∩ (i, j ) � =(0 , 0) 

W i + M +1 , j+ M +1 P x + i,y + j 

) 

+ P x,y 

) 

mod F 

= 

( ∑ 

i, j ∈{−M, ... ,M}∩ (i, j ) � =(0 , 0) 

W i + M +1 , j+ M +1 P x + i,y + j 

) 

+ P x,y − kF , 

where k is an integer. Substituting the above equation, we can obtain 

P x,y = I x,y + kF −
∑ 

i, j ∈{−M, ... ,M}∩ (i, j ) � =(0 , 0) 

W i + M +1 , j+ M +1 P x + i,y + j . (3)

Because P ∈ N and F is P ’s grayscale level, 0 ≤ P x, y < F . Then Eq. (3) can be rewritten as 

P x,y = 

( 

I x,y + kF −
∑ 

i, j ∈{−M, ... ,M}∩ (i, j ) � =(0 , 0) 

W i + M +1 , j+ M +1 P x + i,y + j 

) 

mod F 

= 

( 

I x,y −
∑ 

i, j ∈{−M, ... ,M}∩ (i, j ) � =(0 , 0) 

W i + M +1 , j+ M +1 P x + i,y + j 

) 

mod F , 

which completes the proof of Proposition 1 . �

Using Proposition 1 , we can design image encryption scheme using image filtering. To enhance the diffusion efficiency

of the encryption algorithm, we set the lower-right weight of the mask corresponds to the current pixel. Then, the detail

settings of the 2D mask used in image encryption are shown as 

W = 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

W 1 , 1 · · · W 1 ,M+1 · · · W 1 , 2 M+1 

. . . 
. . . 

. . . 
. . . 

. . . 
W M+1 , 1 · · · W M +1 ,M +1 · · · W M +1 , 2 M +1 

. . . 
. . . 

. . . 
. . . 

. . . 
W 2 M+1 , 1 · · · W 2 M +1 ,M +1 · · · 1 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

. (4)

where W 2 M +1 , 2 M +1 = 1 corr esponding t o the curr ent pixel and W ∈ N . Thus, the upper and left adjacent pixels are used

to process the current pixel P x, y . When processing the pixel P x, y , its upper and left adjacent pixels have been processed;

when doing the inverse filtering to the pixel I x, y , its upper and left adjacent pixels haven’t been recovered yet, because the

processing order in the inverse filtering is opposite to that in the forward operation. This guarantees that the used adjacent

pixel values in the filtering operation and its corresponding inverse operation are the same. Fig. 2 depicts an example of

filtering operation and its corresponding inverse operation. It straightforwardly demonstrates that the used adjacent pixels
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Fig. 2. An example of filtering operation and the corresponding inverse operation to an image pixel. 

Fig. 3. Demonstration of handing border pixels. 
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Fig. 4. Encryption process of IC-BSIF. 

 

 

 

 

 

 

 

 

in the forward and backward operations are the same. Combining Proposition 1 and the mask presented in Eq. (4) , we can

design the image filtering operation for image encryption as 

I x,y = 

( ( ∑ 

i, j ∈{−2 M, ... , 0 }∩ (i, j ) � =(0 , 0) 

W i +2 M +1 , j+2 M +1 I x + i,y + j 

) 

+ P x,y 

) 

mod F , (5) 

where P is the input image, F is the grayscale level of P . The inverse operation of image filtering can be calculated as 

P x,y = 

( 

I x,y −
∑ 

i, j ∈{−2 M, ... , 0 }∩ (i, j ) � =(0 , 0) 

W i +2 M +1 , j+2 M +1 I x + i,y + j 

) 

mod F . (6) 

The mask size in our proposed encryption algorithm is set as 3 × 3. Then, the eight upper and left adjacent pixels

should be used to calculate a current pixel. Because the border pixels in the two leftmost columns and two uppermost

rows don’t have (or have insufficient) left and upper adjacent pixels, we use the rightmost and lowermost border pixels

to handle them. Fig. 3 demonstrates the strategy of handing border pixels. It is noticed that the border pixels in the two

leftmost columns and two uppermost rows can be correctly recovered. This is due to that when doing inverse filtering to

them, those used rightmost and lowermost border pixels have been already recovered. 

3. Image cipher 

This section presents IC-BSIF and Fig. 4 shows its structure. The secret key is to generate pseudo-random numbers for the

block-based scrambling and image filtering in each encryption round. The block-based scrambling fast shuffles neighboring
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Fig. 5. Decryption process of IC-BSIF. 

Fig. 6. Demonstration of diving an image into blocks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

pixels. The image rotation rotates image by 90 degrees clockwise. The image filtering is to randomly change pixel values.

The proposed IC-BSIF is a private key encryption scheme. Using the identical secret key, the receiver can losslessly recover

the original image by doing inverse operations of each step in the encryption process. The structure of decryption process

is depicted in Fig. 5 . The encryption process is represented as C = Enc (P , K ) while the decryption process is denoted by

D = Dec (C , K ) , where K is the secret key. 

The secret key is of length 256 bits and composed of 8 parts, K = { b 1 , b 2 , b 3 , b 4 , s 1 , s 2 , s 3 , s 4 } , in which b 1 ∼ b 4 are the

primitive sub-keys and s 1 ∼ s 4 are the interference parameters to enlarge the key space. The sub-key in each encryption

round is generated by doing bitwise XOR to b i using s i , 

k i = b i � s i , (7)

where i ∈ {1, 2, 3, 4}. The sub-key k i is used as seeds to generate pseudo-random numbers in the block-based scrambling

and image filtering. 

3.1. Block-based scrambling 

Neighboring pixels of natural images may have strong correlations, an image encryption scheme should be able to reduce

these correlations. The block-based scrambling was designed to weakness these strong correlations by randomly separating

neighboring pixels to different rows and columns. For an image of size M × N , the block size L can be calculated by 

L = min {� √ 

M 
 , � √ 

N 
} . (8)

The block-based scrambling is performed within range L 2 × L 2 . First, the image of size L 2 × L 2 is divided into L 2 blocks and

each block is of size L × L ( Fig. 6 depicts the operation). Then, a scrambling box O of size L 2 × L 2 is generated using the

sub-key. Finally, the pixels in a block can be permutated to different rows and columns based on O . The detail procedure is

described as follows: 

• Step 1 : Calculate the block size L using Eq. (8) . Divide the image of size L 2 × L 2 into L 2 blocks and each block is of size

L × L , which can be seen in Fig. 6 . 
• Step 2 : Generate two vectors A and B using the sub-key. Both are of length L 2 . 
• Step 3 : Sort A and B to obtain two index vectors I and J , respectively. 
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• Step 4 : Initialize the scrambling box O of size L 2 × L 2 and assign each column of O as I . 
• Step 5: Shift each column of O using each element of J . 
• Step 6: Set row index i = 1 . 
• Step 7: For the i th block of the original image, permutate its pixels to the positions {(1, O i , 1 ), (2, O i , 2 ), ���, (L 2 , O L 2 ) } in

the scrambled result R . 
• Step 8: Repeat Step 6 to Step 7 L 2 − 1 times for i = 2 ∼ L 2 . 

Algorithm 1 shows the pseudocode of the block-based scrambling while Algorithm 2 shows that of the inverse block-

Algorithm 1 Block-based scrambling. 

Input: Image P of size M × N and sub-key k . 

Output: Scrambled result R . 

1: Calculate L using Eq. (8) . 

2: V = PRNG (k ) , where V ∈ Z 

2 L 2 ×1 ;{ PRNG (·) can be any pseudo-random number generater.} 

3: A = V 1: L 2 ; B = V L 2 +1:2 L 2 ; 

4: [ A 

′ , I ] = Sort (A ) , where A 

′ = A I ; [ B 

′ , J ] = Sort (B ) , where B 

′ = B J ; 

5: Set R = P , O ∈ N 

L 2 ×L 2 . 

6: for j = 1 to L 2 do 

7: for i = 1 to L 2 do 

8: m = ((i − J ( j) − 1) mod L 2 ) + 1 ; 

9: O i, j = I m 

; 

10: end for 

11: end for 

12: for i = 1 to L 2 do 

13: for j = 1 to L 2 do 

14: m 1 = � (i − 1) /L 
 × L + 1 ; n 1 = ((i − 1) mod L ) × L + 1 ; 

15: m 2 = � ( j − 1) /L 
 ; n 2 = ( j − 1) mod L ; 

16: x = m 1 + m 2 ; y = n 1 + n 2 ; 

17: R ( j, O (i, j)) = P (x, y ) ; 

18: end for 

19: end for 

Algorithm 2 Inverse block-based scrambling. 

Input: Scrambled image R of size M × N and sub-key k . 

Output: Original Image P . 

1: Calculate L using Eq. (8) . 

2: V = PRNG (k ) , where V ∈ Z 

2 L 2 ×1 ;{ PRNG (·) can be any pseudo-random number generater.} 

3: A = V 1: L 2 ; B = V L 2 +1:2 L 2 ; 

4: [ A 

′ , I ] = Sort (A ) , where A 

′ = A I ; [ B 

′ , J ] = Sort (B ) , where B 

′ = B J ; 

5: Set P = R , O ∈ N 

L 2 ×L 2 . 

6: for j = 1 to L 2 do 

7: for i = 1 to L 2 do 

8: m = ((i − J ( j) − 1) mod L 2 ) + 1 ; 

9: O i, j = I m 

; 

10: end for 

11: end for 

12: for i = 1 to L 2 do 

13: for j = 1 to L 2 do 

14: m 1 = � (i − 1) /L 
 × L + 1 ; n 1 = ((i − 1) mod L ) × L + 1 ; 

15: m 2 = � ( j − 1) /L 
 ; n 2 = ( j − 1) mod L ; 

16: x = m 1 + m 2 ; y = n 1 + n 2 ; 

17: P (x, y ) = R ( j, O (i, j)) ; 

18: end for 

19: end for 

based scrambling. The inverse block-based scrambling is to do the inverse operations of each step in the block-based

scrambling using the same scrambling box O . 

Fig. 7 shows a numeral example of the block-based scrambling of size 4 × 4, namely L = 2 according to Eq. (8) . Fig. 7 (a)

shows the generation process of O from a sub-key; Fig. 7 (b) displays the pixels of the original image P and their distribu-



Z. Hua, Y. Zhou / Information Sciences 396 (2017) 97–113 103 

6324 9576 2 3 2 2 2 2 3 1 4 2 

976 9649 3 1 3 3 3 3 4 2 1 3 

2785 1577 4 2 4 4 4 4 1 3 2 4 

5469 9706 1 4 1 1 1 1 2 4 3 1 

A B I J O 

PRNG Sort A and B 
Ini�al a matrix 

using I 

Shi� 3 
 cells 

Shi� 1 
 cell 

Shi� 2 
 cells 

Shi� 4 
 cells 

Sub-key 

(a)

1,1 1,2 1,3 1,4 

2,1 2,2 2,3 2,4 

3,1 3,2 3,3 3,4 

4,1 4,2 4,3 4,4 

3,1 3,3 1,1 1,3 

1,2 1,4 3,2 3,4 

2,3 4,1 4,3 2,1 

4,4 2,2 2,4 4,2 

  

(b)

,  (1,1) (1,2) (2,1) (2,2) (1,3) (1,4) (2,3) (2,4) (3,1) (3,2) (4,1) (4,2) (3,3) (3,4) (4,3) (4,4) 

,  (1,1) (1,2) (1,3) (1,4) (2,1) (2,2) (2,3) (2,4) (3,1) (3,2) (3,3) (3,4) (4,1) (4,2) (4,3) (4,4) 

(c)

Fig. 7. Demonstration of the block-based scrambling with a block of size 4 × 4: (a) generation process of the scrambling box O ; (b) pixels of the original 

image P and their distributions in the scrambled result R ; (c) one-to-one pixel position mapping between P and R . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

tions in the scrambled result R ; and Fig. 7 (c) demonstrates pixel position mapping between P and R . The detail scrambling

process is described as follows: the 1st row of O is {3, 1, 4, 2}, then the corresponding 1st image block in gray, namely the

pixels in positions {(1, 1), (1, 2), (2, 1), (2, 2)} of P map to the pixels in positions {(1, 3), (2, 1), (3, 4), (4, 2)} of R ; The 2nd

row of O is {4, 2, 1, 3}, then the corresponding 2nd image block in cyan, namely the pixels in positions {(1, 3), (1, 4), (2,

3), (2, 4)} of P map to the pixels in positions {(1, 4), (2, 2), (3, 1), (4, 3)} of R ; The 3rd row of O is {1, 3, 2, 4}, then the

corresponding 3rd image block in khaki, namely the pixels in positions {(3, 1), (3, 2), (4, 1), (4, 2)} of P map to the pixels in

positions {(1, 1), (2, 3), (3, 2), (4, 4)} of R ; The 4th row of O is {2, 4, 3, 1}, then the corresponding 4th image block in white,

namely the pixels in positions {(3, 3), (3, 4), (4, 3), (4, 4)} of P map to the pixels in positions {(1, 2), (2, 4), (3, 3), (4, 1)} of R .

Fig. 8 shows an image example of the block-based scrambling of size 256 × 256. According to Eq. (8) , the block size L =
min {� √ 

256 
 , � √ 

256 
} = 16 . Fig. 8 (a) shows the straightforward result of the generated scrambling box O . First, divide the

input image into L 2 = 256 image blocks and each block is of size 16 × 16. Then, permute the pixels in each block to different

rows and columns according to O . With one-time block-based scrambling, the pixel positions are totally shuffled, which can

be observed from the scrambling result in Fig. 8 (c). Fig. 8 (d) shows the inverse block-based scrambling result using the same

scrambling box O . This means that the inverse block-based scrambling can completely recover the original image. 

3.2. Image rotation 

As the block-based scrambling is to randomly shuffle image pixel positions within range L 2 × L 2 and the image block

size L is calculated by Eq. (8) . For an image of size M × N , if it satisfies that L = 

√ 

M = 

√ 

N , all the pixels can be shuffled;

otherwise, only the pixels within range L 2 × L 2 can be shuffled and the rest pixels still locate at the same positions. To

totally shuffle all the pixel positions, we rotate image by 90 degrees clockwise after the block-based scrambling. Then all

the pixels can be shuffled after four encryption rounds. Note that the inverse image rotation is to rotate image 90 degrees

anticlockwise in the decryption process. 

3.3. Image filtering 

The image filtering can randomly change the pixel values and spread little change of the plain-image to the entire pixels

of the cipher-image to achieve the diffusion property. It first utilizes a matrix Q to normalize the pixels of the image, and
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Fig. 8. Demonstration of the block-based scrambling results with their histograms: (a) scrambling box O ; (c) input image; (c) operation result; (d) inverse 

operation result. 

 

 

 

 

 

 

 

 

 

 

 

then uses a mask W satisfying the requirements of Eq. (4) to filter the normalized result. The matrix Q and mask W are

randomly generated from the sub-key in each encryption round. 

3.3.1. Image normalization using matrix Q 

The image normalization can reduce the patterns of natural image to balance the numbers of pixels in different intensity

levels. The normalization operation to the block-based scrambling result R using the randomly generated matrix Q is

defined as 

R i, j = (R i, j + Q i, j ) mod F , (9) 

where 1 ≤ i ≤ M , 1 ≤ j ≤ N and F is the grayscale level of the image. For example, F = 256 if an image pixel is represented

by 8 bits. The inverse operation in the decryption process is defined as 

R i, j = (R i, j − Q i, j ) mod F . (10) 

3.3.2. Image filtering 

The proposed encryption algorithm uses the mask W of size 3 × 3 to filter the image. According the requirements of

Eq. (4) , we set W 3 , 3 = 1 and other weights as random integers generated using the sub-key. As the border pixels in the

two leftmost columns and two uppermost rows don’t have (or have insufficient) upper and left neighborhood pixels, the

rightmost and lowermost border pixels are used to handle these pixels, which is shown as Fig. 3 . 

Suppose the normalization result R is of size M × N , C is the image filtering result. First, initialize C using the pixel

values of R . Then, update each pixel value of C using the following equation, 

C i, j = 

∑ 

m,n ∈{ 1 , 2 , 3 } 
T m,n × W m,n mod F 

= (T 1 , 1 W 1 , 1 + T 1 , 2 W 1 , 2 + T 1 , 3 W 1 , 3 + T 2 , 1 W 2 , 1 + T 2 , 2 W 2 , 2 

+ T 2 , 3 W 2 , 3 + T 3 , 1 W 3 , 1 + T 3 , 2 W 3 , 2 + T 3 , 3 W 3 , 3 ) mod F , (11) 

where 1 ≤ i ≤ M and 1 ≤ j ≤ N , T is a 3 × 3 image block, whose elements are from C . Because the weight W 3 , 3 = 1 and

it corresponds to the current pixel R i, j , the element of T with position (3, 3) is the current pixel, namely T 3 , 3 = R i, j . Thus,

Eq. (11) can be rewrote as 

C i, j = (T 1 , 1 W 1 , 1 + T 1 , 2 W 1 , 2 + T 1 , 3 W 1 , 3 + T 2 , 1 W 2 , 1 + T 2 , 2 W 2 , 2 

+ T 2 , 3 W 2 , 3 + T 3 , 1 W 3 , 1 + T 3 , 2 W 3 , 2 + R i, j ) mod F . (12) 

In the decryption process, using the same operations to generate the mask W and to obtain the image block T , the inverse

operation of Eq. (12) can be defined as 

R i, j = 

( 

C i, j −
∑ 

m,n ∈{ 1 , 2 , 3 }∩ (m,n ) � =(3 , 3) 

T m,n × W m,n 

) 

mod F 
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Fig. 9. Demonstration of the image filtering results with their histograms: (a) original image P ; (b) one-time image filtering result of P ; (c) one-time image 

filtering result of P 2 , where P 2 has one bit difference in position (100, 84) with P ; (d) the difference between (b) and (c). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

= (C i, j − T 1 , 1 W 1 , 1 − T 1 , 2 W 1 , 2 − T 1 , 3 W 1 , 3 − T 2 , 1 W 2 , 1 − T 2 , 2 W 2 , 2 − T 2 , 3 W 2 , 3 − T 3 , 1 W 3 , 1 − T 3 , 2 W 3 , 2 ) mod F . (13)

It is noticed that the processing order in the inverse image filtering is opposite to that in the forward operation. 

Fig. 9 shows an image example of image filtering. Fig. 9 (b) is the one-time image filtering result of Fig. 9 (a). Fig. 9 (c)

is the one-time image filtering result of a new image, which is obtained by changing one bit of the pixel with position

(100, 84) in Fig. 9 (a). Fig. 9 (d) shows the difference between Fig. 9 (b) and (c). This demonstrates that the image filtering

can spread the little change of a pixel to all the pixels behind it. After four encryption rounds, these little change can be

spread to the entire image. Thus, the proposed IC-BSIF can achieve the diffusion property and has strong ability of resisting

chosen-plaintext attack. 

4. Simulation results 

This section provides the simulation results of IC-BSIF in the MATLAB 2012b environment. Most of the used images in

the experiments are from the CVG-UGR image database. 

The proposed IC-BSIF can be directly applied to digital images with all kinds of data formats. In our experiments, we

use IC-BSIF to encrypt a large number of images with different data formats and some representative simulation results are

displayed in Figs. 10 and 11 . Fig. 10 shows the simulation results of five grayscale images with different data formats and

Fig. 11 demonstrates the simulation results of five color images. These plain-images have many patterns or textures that

make them hard to be processed. However, the encryption process can transform them into random-like cipher-images.

Even the plain-images have many patterns, the pixels of their corresponding cipher-images are uniformly distributed

and attackers cannot get any useful information by observing their pixel distributions. The decryption process is able to

accurately reconstruct the original images. 

Because the inverse image filtering in the decryption process can spread little change of the cipher-images to almost

all the pixels of the decrypted images, the decryption process cannot completely recover the original images if some pixel

values of the corresponding cipher-images are modified. Thus, the proposed encryption algorithm cannot defend some

kinds of attacks, such the lossy compression, rotation and cropping attacks. 

5. Security analysis 

This section analyzes the security of IC-BSIF from the following four aspects: secret key, randomness, differential attack

and adjacent pixel correlation. The test images are selected from BOWS-2 image database and several typical encryption

schemes are used as the reference schemes: HZPC [11] , LLZ [16] , WNA [25] , WYJN [26] , ZBC1 [32] , ZBC2 [33] , CMC [4] ,

FLMLC [8] and WZNS [27] . 
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Fig. 10. Simulation results of five grayscale images: (a) plain-images, whose filenames from top to bottom are “boat.png”, “pentagon.jpg”, “moon.tif”, 

“house.bmp” and “france.pgm”; (b) histograms of (a); (c) encryption results of (a); (d) histograms of (c); (e) decryption results of (c). 

 

 

 

 

 

 

5.1. Secret key analysis 

The key security is the most concerned issue for an encryption scheme. On one hand, the key space should be large

enough to defend the brute-force attack. The key space of IC-BSIF is 2 256 , which has a proper size [1] . On the other hand,

the encryption scheme should be extremely sensitive with the key’s change. This means that when encrypting (decrypting)

an identical plain-image (cipher-image) with two slightly different secret keys, the obtained two cipher-images (decrypted

images) should be totally different. 

To test the key sensitivity of IC-BSIF in encryption and decryption processes, we first randomly generate a secret key K 1 ,

and then change one bit of K to obtain two different keys: K and K . The three secret keys K , K and K are listed as
1 2 3 1 2 3 
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Fig. 11. Simulation results of color images from CVG-UGR image database: (a) plain-images, whose filenames from top to bottom are “anhinga.pgm”, 

“bardowl.pgm”, “blakeyed.pgm”, “butfish1.pgm” and “colomtn.pgm”; (b) histograms of (a); (c) encryption results of (a); (d) histograms of (c); (e) decryption 

results of (c). 

 

 

 

 

followings, 

K 1 = A 49 AD 50 0 090263914 ACA 157 C E1 AA 2324 A 1344 C 090 F AB 82 F 067499 C B 982 A 503 A 9 , 

K 2 = B 49 AD 50 0 090263914 ACA 157 C E1 AA 2324 A 1344 C 090 F AB 82 F 067499 C B 982 A 503 A 9 , 

K 3 = E49 AD 50 0 090263914 ACA 157 C E1 AA 2324 A 1344 C 090 F AB 82 F 067499 C B 982 A 503 A 9 . 

Fig. 12 shows the key sensitivity analysis results in encryption process. As can be observed from the figures that the

three cipher-images encrypted using K 1 , K 2 and K 3 are totally different, and their differences are shown in Fig. 12 (e), (f)

and (g). This means that the proposed IC-BSIF is quite sensitive with its secret key in encryption process. Fig. 13 shows

the results of decrypting an identical cipher-image using K , K and K , respectively. Only the correct key can accurately
1 2 3 
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Fig. 12. Encryption key sensitivity analysis: (a) the plain-image P ; (b) C 1 = Enc (P , K 1 ) ; (c) C 2 = Enc (P , K 2 ) ; (d) C 3 = Enc (P , K 3 ) ; (e) | C 1 − C 2 | ; (f) | C 1 − C 3 | ; 
(g) | C 2 − C 3 | . 

Fig. 13. Decryption key sensitivity analysis: (a) D 1 = Dec (C 1 , K 1 ) ; (b) D 2 = Dec (C 1 , K 2 ) ; (c) D 3 = Dec (C 1 , K 3 ) ; (d) | D 2 − D 3 | . ( C 1 is the cipher-image in 

Fig. 12 (b)). 

 

 

 

 

 

 

 

 

 

 

recover the original image (see Fig. 13 (a)). Secret keys with one bit difference result in totally different decrypted images

(see Fig. 13 (d)). This demonstrates that the secret keys of IC-BSIF are extremely sensitive in decryption process. 

5.2. Randomness of cipher-image 

The cipher-images of a cryptosystem are expected to randomly distribute to defend statistical attacks. Their randomness

can be measured by the National Institute of Standards and Technology (NIST) SP800-22 Statistical Test Suite [12,19] . The

NIST SP800-22 Statistical Test Suite has 15 different sub-tests that aim to find different types of non-randomness area in

a long binary sequence. It uses a set of binary sequences as the input. According to the recommendation in [12] , the used

significance level α is set as 0.01 and the size of binary sequences s should be not smaller than the inverse of α, 120 in

our experiment. Each sub-test generates a P − v alue for all the binary sequences and obtains a p − v alue for each binary

sequence as well. 

The empirical results of each sub-test can be interpreted in three ways: the P − v alue, pass rate and p − v alue T interpre-

tations. The P − v alue interpretation checks whether the P − v alue s fall into range [ α, 1]. As α = 0 . 01 , P − v alue falling into

range [0.01, 1] is considered to pass the corresponding sub-test. The pass rate interpretation is to count the pass proportion

of all the test samples. The minimum pass rate T is defined as 

T = 

ˆ p − 3 

√ 

ˆ p (1 − ˆ p ) 

s 
, 
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Fig. 14. NIST SP800-22 test results of cipher-images encrypted by IC-BSIF. (a) P − v alue interpretation; (b) pass rate interpretation; (c) p − v alue T interpre- 

tation. Note that the symbol ∗ means average value of multiple tests. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

where ˆ p = 1 − α. As α = 0 . 01 and s = 120 , we can obtain that T = 0 . 9628 . The p − v alue T interpretation is to calculate the

distribution of the p − v alue s. For each sub-test, the generated p − v alue s are expected to uniformly distribute in the range

(0, 1). The p − v alue T is calculated by p - v alue T = igamc (9 / 2 , χ2 / 2) , where igamc ( · ) is the incomplete gamma function,

and χ2 is defined as 

χ2 = 

10 ∑ 

i =1 

(F i − s/ 10) 2 

s/ 10 

, 

where uniformly dividing the range (0, 1) into 10 sub-intervals and F i is the frequency of occurrence of p − v alue in i -th

sub-interval. The test binary sequences pass the sub-test if p − v alue T ≥ 0 . 0 0 01 . 

We chose 120 images (filenames are from “1” to “120”) from the BOWS-2 image database to do the experiment. These

images are first encrypted by IC-BSIF and the obtained cipher-images are then decomposed into binary sequences. The

binary numbers from one cipher-image are used as one binary sequence. As all the images are of size 512 × 512 and each

pixel is represented by 8 bits, the length of a binary sequence is 512 × 512 × 8 = 2097152 . Thus, 120 binary sequences of

length 2,097,152 are tested by NIST SP800-22 test suite and the interpretation results are shown in Fig. 14 . The results show

that the 120 cipher-images encrypted by IC-BSIF can pass all the P − v alue, pass rate and p − v alue T interpretations for all

the 15 sub-tests. This means than IC-BSIF can encrypt images into cipher-images with high randomness. 

5.3. Ability of resisting differential attack 

The differential attack, as a kind of chosen-plaintext attack, investigates how the differences in plain-images can affect

the corresponding cipher-images in an encryption scheme. It traces the differences and tries to find the connections

between plain-images and cipher-images. The number of pixel change rate (NPCR) and uniform average change intensity

(UACI) can be used to measure the ability of resisting differential attack. Suppose P 1 and P 2 are two plain-images with one

bit difference, C 1 and C 2 are their corresponding cipher-images encrypted by an identical secret key, NPCR is defined as 

NPCR (C 1 , C 2 ) = 

∑ 

i, j 

A (i, j) 

G 

× 100% , 

and UACI is described as 

UACI (C 1 , C 2 ) = 

∑ 

i, j 

| C 1 (i, j) − C 2 (i, j) | 
T × G 

× 100% , 

where G denotes the total number of pixel, T demonstrates the largest allowed pixel value, and A represents the difference

between C 1 and C 2 , which is defined as 

A (i, j) = 

{
0 , if C 1 (i, j) = C 2 (i, j) , 
1 , if C 1 (i, j) � = C 2 (i, j) . 

Recently, strict NPCR and UACI critical values were developed in [24] . For a given significance level α, the corresponding

critical NPCR score N 

∗
α can be calculated by 

N 

∗
α = 

G − �−1 (α) 
√ 

G/T 

G + 1 

. 
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Table 1 

NPCR results of different image encryption schems with the significance level α = 0 . 05 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

If the obtained NPCR score is not smaller than N 

∗
α, the encryption scheme is considered to have strong ability of resisting

differential attack. The corresponding critical UACI scores (U ∗−
α , U ∗+ 

α ) can be calculated by {
U 

∗−
α = μU − �−1 (α/ 2) σU , 

U 

∗+ 
α = μU + �−1 (α/ 2) σU , 

where 

μU = 

G + 2 

3 G + 3 

, 

σU = 

(G + 2)(G 

2 + 2 G + 3) 

18(G + 1) 2 GT 
. 

An encryption scheme is considered to pass the UACI test if the obtained UACI score falls into range (U ∗−
α , U ∗+ 

α ) . 

Our experiment randomly selected 21 grayscale images from the CVG-UGR image database to do the test. Among these

21 images, the numbers of images of size 128 × 128, 256 × 256 and 512 × 512 are equal. According to the recommendation

in [24] , we set the significance level α = 0 . 05 . Then, for image of size 128 × 128, N 

∗
0 . 05 = 99 . 5292% and (U ∗−

0 . 05 
, U ∗+ 

0 . 05 
) =

(33 . 1012% , 33 . 8259%) ; for image of size 256 × 256, N 

∗
0 . 05 

= 99 . 5693% and (U ∗−
0 . 05 

, U ∗+ 
0 . 05 

) = (33 . 2824% , 33 . 6447%) ; for image

of size 512 × 512, N 

∗
0 . 05 

= 99 . 5893% and (U ∗−
0 . 05 

, U ∗+ 
0 . 05 

) = (33 . 3730% , 33 . 5541%) . Tables 1 and 2 demonstrate the NPCR and

UACI scores of different image encryption schemes. From the two tables, we can observe that the proposed IC-BSIF can pass

both NPCR and UACI tests for all the 21 test images. It has the highest pass rates compared with other encryption schemes.

Thus, IC-BSIF can achieve strong ability of resisting differential attack. 

5.4. Adjacent pixel correlation 

A natural image may have strong correlations between adjacent pixels. An efficient image encryption scheme should be

able to weaken these strong correlations. The adjacent pixel correlation can be quantitively calculated by 

AC = 

E[(X − μX )(Y − μY )] 

σ 2 
, (14) 

where X is a pixel sequence of the image and Y is another pixel sequence, in which each pixel in Y is the adjacent pixel

of X along the horizontal, vertical or diagonal direction, μ is mathematical expectation and σ is the standard derivation.

It is obvious that the AC value is in the range [ −1 , 1] . If pixel sequences X and Y have a strong correlation, their AC value

approaches to 1 or −1; If they have a weak correlation, their AC value closes to 0. Therefore, smaller absolute AC value

means a weaker correlation of two pixel sequences. 
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Table 2 

UACI results of different image encryption schemes with the significance level α = 0 . 05 . 

Table 3 

AC results of the “Lena” image and its cipher-images encrypted by different image encryption schemes. 

Encryption schemes Horizontal Vertical Diagonal 

“Lena” image 0.9400 0.9709 0.9710 

CMC −0.0 0 024 −0.24251 0.23644 

LLZ 0.0127 −0.0190 −0.0012 

FLMLC 0.0368 0.0392 0.0068 

WYJN −0.0 0 02150 0.0014913 0.0040264 

ZBC1 −0.0054 0.0045 0.0031 

WZNS 0.0053365 −0.0027616 0.0016621 

HZPC −0.0 0 06259 0.0013210 −0.0020946 

WNA −0.0 0 07233 0.0012893 −0.0 0 03565 

IC-BSIF 0.0033455 −0.0 0 08454 −0.0 0 02044 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 shows the AC values of the “Lena” image and its cipher-images encrypted by different image encryption schemes.

For CMC, LLZ, FLMLC, WYJN, ZBC1 and WZNS, we directly reference their AC values reported in [27] ; for other algorithms,

we implemented them and calculated their AC values. The test results show that IC-BSIF has smaller absolute AC values

than LLZ, FLMLC, ZBC1 and WZNS in all the three directions, and outperforms CMC, WYJN, HZPC and WNA in two directions.

Fig. 15 plots the adjacent pixels of the plain-images and their corresponding cipher-images encrypted by IC-BSIF. First,

encrypt 10 images from BOWS-2 image database (filenames are from “1” to “10”) using IC-BSIF. Then, randomly select

10 0 0 pixels from every plain-image and its cipher-image and plot the selected 10 0 0 pixels with their adjacent pixels along

the horizontal, vertical and diagonal directions. For each figure in Fig. 15 , the X-axis denotes the 10 images, and Y-Z plane

plots theses pixel pairs. The adjacent pixel pairs in the plain-images mostly distribute on or nearby the diagonal lines of

the Y-Z plane. This means that the adjacent pixels of these plain-images have strong correlations. The adjacent pixel pairs

in the cipher-images randomly distribute in the whole data range, which means that a pixel has a weak correlation with its

adjacent pixels in the cipher-images. Thus, IC-BSIF can efficiently weakness the strong correlations between adjacent pixels.

6. Conclusion 

This paper first presented the concept of encrypting an image using image filtering, and then proposed an image cipher

using block-based scrambling and image filtering, named IC-BSIF. The block-based scrambling can separate pixels in an

image block into different rows and columns, and thus can achieve high efficiency to weaken the strong correlations

between adjacent pixels. Using randomly generated masks, the image filtering can blur the image and achieve the diffusion

property. Experimental results showed that IC-BSIF can encrypt different kinds of digital images into random-like ones.

Security evaluations demonstrated that, compared with several typical encryption schemes, IC-BSIF can achieve better
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Fig. 15. The adjacent pixel pairs of 10 plain-images and their cipher-images encrypted by IC-BSIF. The top row plots the pixel pairs of plain-images while 

the bottom row plots that of cipher-images along the (a) horizontal, (b) vertical and (c) diagonal directions. In each figure, the X-axis denotes the index of 

the image and Y-Z plane plots the pixel pairs. 

 

 

 

 

 

 

 

 

 

 

 

performance. Because this is the first time that image filtering has been used to do encryption, the developed encryption

scheme still has some limitations, including incapable of resisting lossy compression, rotation and cropping attacks. The

performance of the proposed encryption scheme can be significantly improved by solving these limitations. 
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