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Abstract—With the large-scale deployment of the Internet of
Things (IoT) in daily life, more and more privacy data are col-
lected by IoT devices. These data are not directly physically
controlled by users, which may cause privacy concerns. In fact,
privacy has become one of the significant problems faced by IoT.
In this article, we mainly study the protection of image privacy
under the green IoT. We have conducted an in-depth analysis
of the green IoT scenario and put forward the scope and corre-
sponding goals that the scheme should have. Motivated by this, a
novel image privacy protection scheme is proposed, i.e., heteroge-
neous and customized cost-efficient reversible image degradation
for green IoT. This scheme fully considers the characteristics of
privacy and the various users’ diverse requirements to achieve
a heterogeneous and customized privacy protection. Meanwhile,
cost effectiveness cannot be confined to the efficiency of the direct
image processing at the expense of greatly increasing costs in
other aspects, such as transmission and reversion. It is mitigated
by preserving some visual content in the privacy-protected image.
It also improves the image compression efficiency and ensures
that the user can select the desired image according to the visual
content for reversion. Some experiments have been carried out
to demonstrate that this work has achieved the proposed scope
and corresponding goals.

Index Terms—Cost efficiency, green Internet of Things (IoT),
privacy protection, usability.
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I. INTRODUCTION

NOWADAYS, the Internet of Things (IoT) is one of the
most promising and widely deployed communications

networks that can collect and transmit information around
them at any time [1], [2]. The concept of IoT can be traced
back to ubiquitous computing, i.e., anytime and anywhere in
daily life, proposed in the 1980s [3]. IoT can be applied in
various services and industries, such as smart homes, auto-
matic drives, supply chains, and smart cities. In fact, with the
rapid progress of 5G and sensor technology, a large number
of IoT devices, as shown in Fig. 1, have been deployed in
many scenarios including the above, which may have billions
of devices [4].

With the frequent exchange of information in IoT, privacy
threats have become one of the biggest challenges in the devel-
opment of IoT [5]. Whether individuals like it or not, a big
number of IoT devices collect people’s lives and pieces in
the form of too detailed and finely grained images. In smart
homes, for example, cameras are often placed in homes to
prevent burglars or keep a watch on the elderly. These cameras
inevitably capture huge portions of the owner’s life and secrets;
in other words, they contain much privacy. More seriously, the
images collected by IoT devices are usually uploaded to third-
party clouds that are not controlled by the users (i.e., privacy
violators) [6] as shown in Fig. 1, and even others can access
the data for some services [2].

Traditional image encryption [2], [7], [8], [9] is a method
to deal with image privacy, in which the original image with
abundant visual content is transformed into the encrypted one
with snowflakes and like-noises. However, the basic idea of
this privacy protection is that the visual content is completely
abandoned, thereby causing some problems. A scenario is
described in which a user installs many cameras in his or her
house to monitor if the elderly fall. The cameras collect images
at regular intervals (e.g., every 5 min) and transmit them to
the user. It can be predicted that encrypting these images using
traditional methods before the transmission will be discomfort
for users. As shown in Fig. 2, no useful information can be
obtained from these encrypted images before decrypting.

Intuitively, in order to comprehend the contents of the orig-
inal images, users need to decrypt all of the encrypted images.
However, the great majority of these gathered images may not
include precise information (e.g., an image of an old person
falling), making most decryption pointless. This will inevitably
make the IoT systems that are already energy-intensive
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Fig. 1. Example of the IoT scenario and architecture, including data
collection, cloud service, and user.

Fig. 2. Images collected by IoT are encrypted before uploading. Users
cannot find the important image (i.e., red box) from the image set with the
same visual effect by previewing.

consume more energy. In 2020, the IoT networks became a
significant energy consumer in the information communica-
tion field. Meanwhile, it is predicted that relevant devices will
consume about 45 TWh of electric energy in 2025, which is
almost equal to Portugal’s power consumption in 2015 [4].
Furthermore, the power consumption will continue to rise as
the number of devices increases and the power consumption
of a single device rises fast.

Many people agree that there is a direct relationship between
energy consumption and the environment [10], mainly because
fossil fuels are the primary source of energy for human beings,
about 70% [11]. Meanwhile, the use of fossil fuels is a major
source of carbon emissions, contributing to the greenhouse
effect, severe weather, and sea-level rise. Temperatures are
expected to climb by 3.4 ◦C by the end of the century, with
carbon emissions increasing by nearly 13% between 2020
and 2030 [12]. Marine heatwaves (an extreme marine event)
may become more frequent and disastrous and cause irre-
versible and serious changes to the ecosystem due to global
warming [13].

With the awakening of humans to environmental events,
IoT researchers attempt to examine ways to reduce the cost of
energy consumption and protect environment in various appli-
cation scenarios, termed green IoT, and the field of privacy
protection is no exception. Recently, Gu et al. [2] proposed a
low-power, lightweight, and precision-limited image encryp-
tion method to adapt the green IoT, namely, IEPSBP. This
scheme pays attention to the cost efficiency, the low cost, and

takes into account the accuracy limitation of IoT. However,
it only considers the single efficiency problem in the process
of privacy protection and does not consider the cost of other
aspects.

As mentioned above, first, users cannot get any useful
information from the images before reversing, and they have
to download and decrypt a series of images to obtain one
desired image. Even if a desired image is finally obtained,
the bandwidth necessary to download these images and the
computational cost required to reverse the image are mostly
futile. That is, these expenses contribute nothing to the end
results and are thus wasted. Not to mention that such tremen-
dous efforts may not result in the desired image. Second, the
image format has its own compression algorithm, which uti-
lizes the redundancy and correlation between pixels in the
image to compress the size. IEPSBP completely destroys
the correlation and redundancy, making it difficult for the
compression algorithm to compress the image, which leads
to the rapid expansion of the image size. Compared with
the original image, the size has increased by tens or even
hundreds of times [14], directly increasing storage and trans-
mission costs. As a result, while the cost of the process of
privacy protection may be lowered to some extent, it raises
expenses in other aspects, and the gains are not worth the
loss.

To sum up, the protected image should preserve certain
visual content related to the original image for the pri-
vacy protection scheme applied in green IoT. First, users
can distinguish and select images of specific content to
reverse according to the rough visual content by preview-
ing, which greatly reduces the inefficient cost of transmission
and reversion. Second, preserving the original visual con-
tent means that the pixels in the protected image have a
certain correlation and redundancy, which makes the compres-
sion algorithm utilize this to compress the image better to
reduce the image size, decreasing the inefficient cost of stor-
age and transmission. Meanwhile, the amount of information
contained in the protected image should be customized by
users according to their wishes in order to better protect
privacy.

Motivated by this, we propose the scheme, namely, het-
erogeneous and customized cost-efficient reversible image
degradation for green IoT, to protect image privacy in green
IoT. This scheme takes into account the varied privacy sensi-
tivities of different components in the image, as well as the
reality that different people have varying privacy viewpoints
and tolerance. It allows different degrees of image degrada-
tion according to the component and people’s sensitivity point
of view, i.e., heterogeneous and customized. Based on this,
this scheme is cost efficient, i.e., the specific image can be
selected for reversion, with small expended expansion, low
transmission cost, etc.

We make the following contributions in this article.
1) We deeply analyzed the scope and corresponding goals

of the image privacy protection for green IoT. Cost effi-
ciency, privacy, and usability are considered in detail.
In addition, we proposed that for green IoT, the effi-
ciency of necessary processes, such as transmission and
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reversion, should be considered, which is not available
in the previous related schemes.

2) We put forward a targeted image privacy protec-
tion scheme, i.e., heterogeneous and customized cost-
efficient reversible image degradation for green IoT,
according to the proposed scope and goals. It takes full
account of the privacy of images and users’ specific
requirements and meets the needs of green IoT.

3) Some experiments have demonstrated that this scheme
achieves the proposed scope and goals. It should be
noted that it not only has cost efficiency in image degra-
dation and reversion but also allows users to pick the
desired image for reversion rather than wasting a lot of
meaningless reversed costs.

We organized the rest of this article as follows. Section II
briefly introduces the related works about the image degra-
dation for privacy protection. Some basic preliminaries are
provided in Section III, and meanwhile, the threat model,
scope, and goal of the proposed scheme are presented in
Section IV. The construction of this scheme is detailedly
introduced in Section V and the evaluations are shown in
Section VI. Section VII discusses the achievement of the goals
of the proposed scheme and Section VIII concludes the work.

II. RELATED WORK

Image degradation refers to the downgrading of image res-
olution and quality, or missing content, for various reasons.
It makes the image blurred and detail difficult to perceive,
thereby protecting privacy. Researchers from privacy protec-
tion communities have taken advantage of it to come up with
some schemes. Here, some representative works are introduced
from both irreversible and reversible aspects.

A. Irreversible Image Degradation

1) Image Filtering: This is a kind of the privacy-preserving
image degradation method which is easily perceived in daily
life, such as mosaic, Gaussian blur, and so on. Mosaic, also
named pixelization, is a widely used privacy protection, e.g., it
often appears in secret interviews to protect informants [15].
The effect of the Gaussian blurred image is similar to that
of the ground glass [16] and compared with mosaic, the pro-
cessed image is smoother. von Zezschwitz et al. [17] proposed
a scheme to prevent bystanders from peeping into the album by
distorting the images. User experiments have shown that it has
good usability while safeguarding privacy, and that users can
distinguish the distorted images based on the visual content.

2) Object Deletion: This method first determines (manu-
ally or automatically) the private part of the image and then
erases this part [18]. Generally, some techniques (e.g., image
inpainting [19]) are used to repair the erased parts to make
the image representation less abrupt. Ding et al. [20] proposed
a Gaussian weighted nonlocal texture similarity measurement
scheme to delete the big object and then paint the image that
has rich textures and geometric structures. Shetty et al. [21]
considered that the existing schemes can only deal with target
objects and proposed an automatic object deletion scheme that
can adapt to general scenes.

3) Object Replacement: This method is to replace privacy-
sensitive objects with ones related to the original. Broadly
speaking, face de-identification [22] and attribute privacy [23],
the hotspots of privacy protection, all belong to this category
and are usually irreversible. For example, the main step of face
de-identification is to generate a face with a different identity
from the original image and then replace the original face.
Meanwhile, some aesthetic object replacement methods are
proposed. Hassan et al. [24] proposed a scheme for detecting
privacy-sensitive objects and replacing them with correspond-
ing cartoon objects that a fair compromise between deleting
privacy information and keeping semantics.

4) Brief Summary: These schemes, although attempting to
protect image privacy, have some problems. First, they are irre-
versible, which severely limits the usability of the schemes by
users. For example, the images captured by the home cam-
era may be processed using a filter method such as mosaic,
uploaded to the cloud, and then broadcast to users. The user
finds an image that may be abnormal but cannot understand the
specific information to determine whether it is a false alarm.
For object deletion, it may cause users to misinterpret the
image since the content used to fill the deleted objects may
be unrelated to the original content, which may fundamen-
tally change the semantics of the visual content. Although the
object replacement may mitigate this problem, it has the same
fundamental problem as the object deletion, i.e., the two can-
not be applied to the IoT since they require a lot of learning
and computing costs.

B. Reversible Image Degradation

1) Region of Interest Encryption: This kind of method is
to divide the visual content of an image into privacy-sensitive
areas and public ones [25], [26]. For the privacy area, it is
encrypted with content that people cannot visually grasp by
previewing; for the public one, it may be published with-
out any processing. Intuitively, users can obtain available
information according to the contents of public areas, while the
sensitive contents can not be understood at all, which can well
protect privacy. In fact, except for the areas directly related to
privacy (e.g., face), other areas carry less sensitivity, but it
does not mean that there is no privacy. In other words, pri-
vacy is more like a continuous value than an absolute binary
(i.e., it either has to exist or does not) [27].

2) AI-Empowered Transformation: With the proposal of
reversible AI transformation methods (e.g., CycleGan [28]),
privacy protection practitioners have proposed some schemes.
Wu et al. [29] utilized CycleGan to transform the original
visual content into the oil painting style, erasing the details
and preserving the rough contents, such as outline and color.
Similarly, Chai et al. [30] proposed that the image is pro-
cessed by CycleGan under the condition that the original
thumbnail is preserved in the processed image. While such
methods protect the privacy of the visual content, as mentioned
above, they cannot be applied to the IoT since AI methods
require a lot of resources for computing, which is incom-
patible with the low energy consumption and low resources
of IoT.
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3) Reversible Filtering: Recently, some reversible filter
methods have been proposed to protect the whole image pri-
vacy. Çiftçi et al. [31] proposed a reversible scheme by false
colors to protect privacy and experiments verified the effective-
ness. However, it requires a professional palette to carry out
the appropriate color inpainting, which is unavailable to ordi-
nary users. Thumbnail-preserving encryption (TPE) [32], [33],
[34], [35] was proposed to protect privacy, which preserves the
usability of the processed image by using format-preserving
encryption to preserve the thumbnail of the image during
encryption. Compared with region-of-interest (ROI) encryp-
tion, on the other hand, TPE went to the other extreme to some
extent since it does not take into account the privacy sensitivity
of the image contents, which are processed indiscriminately.

4) Brief Summary: Compared with Section II-A, all meth-
ods in this section are reversible, and thus they are more
usability in the whole IoT scenario for users. However, they
still have some problems. As mentioned above, whether there
is privacy in the content is not an absolute thing but a gradual
process. Obviously, the more the processing effect, the bet-
ter the privacy and the worse the usability; conversely, the
lesser the processing effect, the worse the privacy and the
better the usability. Therefore, it should be a differentiated
treatment rather than an unprocessed or indiscriminate one. In
other words, each part of the image should be processed to
protect privacy. However, the differential processing should
be carried out according to sensitivity, i.e., heterogeneous
processing, to obtain better usability.

III. PRELIMINARY

A. TPE

TPE means preserving the original thumbnail in the pro-
cessed image. First, the processes for generating thumbnails
are described. Other methods of generation may not be
precisely the same as the processes, but the thumbnail pro-
cess generated in TPE is as follows. Note that the image
generated by the following process preserves sufficient visual
information no matter how the actual thumbnail is generated.

1) The image is treated as a two-dimensional (2-D) numer-
ical matrix and divided into squares (namely, the thumb-
nail block) of the same size with b × b.

2) The pixel values in each thumbnail block are summed
and then the average is calculated.

3) The thumbnail of the image is made up of these
averages.

As shown above, thumbnails may be preserved as long as
the sum of the pixel values in each processed block remains
constant. Intuitively, the permutation process, which changes
the location of the pixels in each block, appears to be the
simplest method to preserve the thumbnail. That is what the
first TPE scheme did [36]. However, this operation exposes
too much information about the original image in addition
to the thumbnail image, such as statistics on pixel values.
Some studies have suggested that the original image can
be recovered from the exposed information alone [37], [38].
Therefore, it is necessary to change the value without chang-
ing the sum of the pixel values. It may seem difficult, but the

sum-preserving encryption (SPE), a variant based on format-
preserving encryption [39], provides a way to solve this
problem. The following illustrates SPE with an example of
a numeric vector with n elements (�v = {v1, . . . , vn}).

1) The message space M of the vector �v is determined. For
SPE applied to TPE, M = (Zd+1)

n, i.e., each element
value in �v is not greater than d and not less than 0.

2) The sum of the element values in the vector �v is
calculated, that is, s = ∑n

i=1 vi.
3) All vectors whose the sum of element values is s in M

are listed to form a vector set �M(s). Thus, the problem
of how to preserve the sum unchanged after processing
is transformed into how to reversibly process the original
vector �v into a vector �c in �M(s).

4) All vectors in �M(s) are ranked, i.e., each vector has
a sequence number, called rank.

5) Two rank mapping functions can be constructed. One
converts a vector into its corresponding rank in �M(s);
and the other converts the rank into the correspond-
ing vector, which are called rank(·) and rank−1

s (·),
respectively.

6) The rank r of the vector �v is extracted by rank(·).
7) r is reversibly transformed into other legal rank values

re, i.e., re can find the corresponding vector in �M(s).
8) re is converted into the corresponding vector �c by

rank−1
s (·).

B. Chaotic System

Chaotic systems can be used to generate random numbers
since they have some good features, such as unpredictabil-
ity, ergodicity, and initial value sensitivity [2]. Based on
the phase space, they can be classed into two classes, i.e.,
one-dimensional (1-D) chaotic system and multidimensional
(MD) one [40]. For the former, it is simple but has weak
chaotic properties; for the latter, its chaotic nature is obvious,
but the structure is complex and costly. Users in the proposed
scheme can choose the desired chaotic system based on their
real demands, and we utilize a 2-D chaotic system as an exam-
ple in this work since it achieves a compromise between cost
and effect, as follows [40]:

{
xi+1 = cos(4 × p1 × xi × (1 − xi) + p2 × sin(π × yi) + 1)

yi+1 = cos(4 × p1 × yi × (1 − yi) + p2 × sin(π × xi) + 1)
(1)

where p1 and p2 are two parameters, which, together x0 and y0,
need to be provided by the user before running. By the way,
Hua et al. [40] have carried out a large number of experiments
on the system and demonstrated that it has sufficient chaotic
characteristics.

IV. THREAT MODEL, SCOPE, AND GOAL

A. Threat Model

This work mainly focuses on two threats to images gathered
by IoT: one is to get useful information that users do not want
others to know from images by nonlegal humans using their
naked eyes; and the other is to analyze images by curious
machines.
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Naked Eye: After collecting images, they need to be trans-
mitted over an unsafe channel to the cloud or client, which
can be illegally intercepted by malicious people by vari-
ous means to browse. Meanwhile, other people with access
to cloud-stored images, e.g., administrators and image-based
third-party services, may also browse images without the
user’s permission. They may directly extract user-related pri-
vacy information from images based on the naked eye or
even widely disseminate highly privacy-related images. For
example, in 2014, hackers illegally acquired pornographic
unprocessed images, in which the privacy can be seen directly
with the naked eye, from iCloud and quickly spread them all
over the world via the Internet.

Curious Machines: When images are stored in the cloud,
they may be secretly analyzed by the cloud or third-party
machines, digging for information to accurately portray users,
advertising, etc. However, this analysis is fast and does not
require much effort on a single image. Specifically, if machines
cannot analyze the contents of protected images, they will not
crack maliciously. The number of images collected by IoT is
so large that even if a few of them cannot be analyzed, the
number of such images is huge. If the image takes much effort
to crack, then the cost is huge, and there is a high probability
that it will not succeed. Even if it succeeds, there may be no
information in the image itself. Therefore, this is clearly not
worth the loss for curious machines.

B. Scope

The scope of this work is to propose a cost-efficient
green IoT image collection scheme that protects privacy while
providing usability.

Cost Efficiency: This means that the cost of image pro-
cessing, transmission, reversion, etc., is efficient throughout
the IoT process and does not require much futile work. For
example, some schemes [2] reduce the cost in the image pro-
cessing phase at the expense of greatly increasing the cost in
the transmission and reversion phases. Thus, the cost reduction
is limited for the image in the entire IoT system.

Privacy: The difference between privacy and confidential-
ity is explained to help understand the privacy, although there
are some overlaps. Confidentiality means that only authorized
persons have access to the protected content and no other per-
son has access to any information. Privacy is people-oriented,
that is, individuals and their rights [41]. Specifically, privacy
protection is not about not disclosing information to the out-
side world, but the amount of information disclosed should be
determined by related people such as users.

Usability: It refers to the legitimate person, i.e., users, who
can distinguish the protected images and detect the desired
information. The usability and confidentiality are antagonistic
relationships since confidentiality requires protected content
not to disclose any information, resulting in being unavailable
naturally.

In general, these three are mutually complementary rela-
tionships. The relationship between privacy and usability can
be seen to some extent as a zero-sum game. The whole quan-
tity of information in the image is certain, and some of it

is considered to be private and protected, while the rest is
revealed in the processed image, i.e., the source of usability.
Meanwhile, naturally, the higher the cost effectiveness, the
more effective the cost. For example, the greater the usability,
the more legitimate users will be able to accurately identify
the specific content in the image, and the lower expensive the
useless reversion, meaning the more cost effective.

C. Goal

Based on the above scopes, specific goals for this work are
set as follows.

Visual Observability: Some visual content related to the
original image should be preserved in the processed image,
which is the source of usability. By the way, people are more
used to browsing the visual content of images than other
information [32].

Heterogeneity: The degree of privacy is not the same
between different contents in the image, and thus different
privacy sensitivities should be treated in a heterogeneous way,
that is, privacy-sensitive areas are heavier treated than less
sensitive areas.

Customized: As mentioned above, the privacy is people-
oriented, which varies from person to person, i.e., different
people have various views, tolerance, and sensitivity [42]. It
is up to the user to determine the degree of privacy protection,
i.e., customized.

Balance Tunability: As indicated above, there is a zero-
sum game between privacy and usability; meanwhile, everyone
has different sensitivities and tolerance for this. Therefore, the
balance point between the two should be determined by the
user and be easy to tune.

Reversibility: The purpose of privacy protection is to prevent
the disclosure of image privacy during transmission. For users,
it should be expected to get the original version for the
desired/interested image. Therefore, after obtaining the trans-
mitted image, the user should have the ability to select a
specific image for reversion.

Low Size: The processed image should have a low size
expansion, which is conducive to less cost in transmission and
storage and thus to the overall efficiency of the IoT system.

Low Time Cost: To some extent, the time cost of image
processing and reversion is proportional to the complexity and
energy consumption of the scheme. As a result, the image
privacy protection method used in green IoT should have a
low time cost.

V. PROPOSED SCHEME CONSTRUCTION

A. Key Composition

In order to ensure that only authorized persons can reverse
the image reversibly, a key is needed to control image degra-
dation and reversion. For IoT devices, the computing accuracy
of their terminals is often limited, such as 32 or 16 bit. Inspired
by this, every input of the chaotic system should be limited,
and the accuracy of each in this work is 16 bit (the same
is true for computation accuracy), which is the same as in
work [2]. Meanwhile, as shown in Fig. 3, there are 128 bits,
which are divided into two parts, each with four small parts.
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Fig. 3. Key composition and function.

Notice that the key length is not fixed and can be any length
in this work. When the computation accuracy is unchanged,
the length can change depending on the number of parame-
ters needed to select the chaotic system. When the computation
accuracy changes, the key length also changes. In other words,
the key length varies according to the user’s needs, is not fixed,
and the key length is 128 bits that is just assumed in this work.
Then, (1) is called twice to produce chaotic sequences and a
random number, respectively. Next, how do they interact to
generate the chaotic matrix is described.

B. Chaotic Matrix

As the good characteristics of the chaotic system, such as
unpredictability, ergodicity, and initial value sensitivity, the
number generated by chaotic systems cannot be distinguished
from true random numbers [2], making it hard for illegal third
parties to reverse. Thus, the number generated by the chaotic
system can be considered a random number, and the stream
consisting of a series of outputs can be viewed as a chaotic
sequence.

First, some researchers, on the other hand, pointed out that
the output of the chaotic system has transient effects [40],
i.e., the chaotic effect of the initial outputs is not obvious, as
well as irregularity and instability [35]. Therefore, the first q1
outputs of the chaotic systems need to be discarded for good
effect.

Second, if the output generated by the same key only the
same bit number q1 is discarded each time, the output of the
chaotic system used to process the image is the same each
time. This may lead malicious people to analyze a large num-
ber of processed images and find out the pattern, and thus, the
chaotic output used each time should be different. Intuitively,
it can be guaranteed that the output used is different as long as
the key is changed, but usually this is impossible. It means that
the user processing each image needs a new key, i.e., the one-
time pad, which prevents the user, not just illegal third parties,
from recording so many keys. Fortunately, images have unique
identifiers, e.g., shot time and filename, that can be used as
the nonce t [32], i.e., the nonce t of each image is different
and nonrepeating. Therefore, by calling a chaotic system for
output, after discarding the first q1 numbers, the output of the
t + 1 iterations is processed [in this work, rounding down is
done after multiplying 216 and calculating the absolute value

Fig. 4. Example of converting the chaotic sequences xi into the chaotic
matrix, in which q = q1 + qx2.

as shown in (2)] to get an integer, which is called q2. Note
that (1) produces two outputs for xi and yi, each with its own
q2, called qx2 and qy2, respectively

q2 =
⌊

abs
(

rnq1+t+1 × 216
)⌋

(2)

where abs(·) means the absolute value, �·� respects the round-
ing down, and rnx denotes the xth number of the output of the
chaotic system.

Third, the chaotic system is again called to generate chaotic
sequences, which should discard the first q = q1 +q2 outputs,
Meanwhile, the number of system iterations is image depen-
dent, e.g., the image is size h × w and has ch channels, then
sequences x and y should form ch matrices, i.e., XMi and YMi

(i = 1 · · · ch), respectively, in which each matrix has h × w
elements. In other words, for the sequences composed of xi, the
elements are {xq+1, . . . , xq+h×w×ch}; for the sequences com-
posed of yi, the elements are {yq+1, . . . , yq+h×w×ch}. Then,
each sequence is divided into three equal parts and each part
constitutes a matrix with size h × w as shown in Fig. 4 (as an
example of the sequences xi).

C. Image Degradation

The overview of the proposed scheme is shown in Fig. 5.
First, the sensitive area of the image is manually or auto-
matically selected and determined. Of course, even if it is
automatically determined via some algorithms, which also
should require the user to tell the algorithm in advance what
should be determined, since the algorithm is only an objective
technology and it cannot know the sensitive points in the user’s
mind. Second, color images are often composed of several
channels (usually three) and each channel can be processed

Authorized licensed use limited to: University Town Library of Shenzhen. Downloaded on October 10,2023 at 14:17:56 UTC from IEEE Xplore.  Restrictions apply. 



2636 IEEE INTERNET OF THINGS JOURNAL, VOL. 10, NO. 3, 1 FEBRUARY 2023

Fig. 5. Overview of the proposed image degradation.

Fig. 6. Example of the determination of saved coordinates, in which the green
frame means �2, the red frame denotes �1, pink dots represent the upper left
and lower right corners of the sensitive area, and the white underline shows
the area whose coordinates are saved in �0.

in the same way, and thus the following is the processing
method of one channel unless otherwise specified. Third, the
first degradation is performed on the whole image, and subse-
quently, the second degradation is performed on the selected
area.

It can be seen from Fig. 5 that the degradation of this work
is carried out in blocks. Specifically, the correlation between
elements in the block is disrupted and the correlation between
blocks is preserved, i.e., the fine visual content within blocks is
eliminated and the coarse content between blocks is preserved.
In this work, the channel of the image is divided into three
different types of blocks, �0, �1, and �2. After demarcating
the sensitive area, the required coordinates need to be saved
in �0 to determine the location when reversing. �1 is treated
at the first degradation and �2 is treated at the second one.
The following is a detailed description, and for simplicity, the
block size of �2 with b2 ×b2 is a multiple of �1 with b1 ×b1.

The image is divided into blocks with the size of b2 × b2
after determining the sensitive area. Subsequently, the coordi-
nates of the two blocks �2 to be saved in �0 are determined
according to the upper left κl and lower right κr corners of
the sensitive area as shown in Fig. 6. To put it simply, after

the image is divided into blocks with b2 × b2, the coordinates
of the block where the upper left corner and the lower right
corner (the pink dot in Fig. 6) of the sensitive area are located
are the coordinates of the sensitive area to be recorded. In
a 2-D matrix, each coordinate consists of two elements, i.e.,
(τx, τy). The two coordinates of �2 corresponding to κl and κr

are saved, called (τxl, τyl) and (τxr, τyr), respectively.
The coordinates are encoded in binary form and stored in

the least significant bits (LSBs) in �1, which block(s) is/are
called �0. The total length l of bits required is as follows:

l =
⌈

log2

(
b2

h

)⌉

+
⌈

log2

(
b2

w

)⌉

+
⌈

log2

(
b2

h

)⌉

+
⌈

log2

(
b2

w

)⌉

=
(⌈

log2

(
b2

w

)⌉

+
⌈

log2

(
b2

h

)⌉)

× 2 (3)

where the four parts in the first line represent the length of
bits required for τxl, τyl, τxr, and τyr, respectively. Obviously,
the lengths of τxl and τxr, and τyl and τyr are equal, and thus
they can be abbreviated. By the way, �·� means the rounding
up to an integer. According to l, the quantity l�0 of �0 can be
determined as follows:

l�0 =
⌈

l

b1 × b1

⌉

. (4)

Normally, l�0 = 1, since it often means that the size (b1×b1
and b2 × b2) of the block is too small compared to the size
(h × w) of the image if it is greater than 1. Meanwhile, it
is worth declaring that this work also allows the existence of
l�0 > 1 without change, but this situation is relatively rare in
practice. For images with multiple channels, since the posi-
tions of sensitive areas are the same, it is only necessary to
store the positions on one channel, that is, �0 only exists on
one and not the other channels. Meanwhile, for the conve-
nience of description, it is assumed that �0 does not coincide
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Fig. 7. Overview of the first degradation.

Fig. 8. Difference in the number of processing bits in �0 and �1, where the
blue cube represents the bits to be processed in substitution and permutation.

with �2, which is consistent with most actual situations. In
fact, even if it coincides, the processing method is similar.

Then, the first degradation in �0 and �1 is described in
Fig. 7 and it can be divided into two main steps: 1) substitu-
tion and 2) permutation. Note that in the two steps as shown
in Fig. 8, for �0, the upper 7 bits are processed, and for �1,
the entire element (i.e., 8 bits) is processed. For the substitu-
tion, the SPE introduced in Section III-A is utilized. Although
it appears that all elements in each block can be directly pro-
cessed at one time, this results in too many vectors in the set,
thereby too high computational cost, which rises rapidly with
the increase of the block size. Fortunately, the computational
cost of processing two elements at once is very low, making
it applicable to IoT. Based on the group within two elements,
i.e., (ιa, ιb), rank mapping is designed as follows:

rank(ιa, ιb) =
{

ιa, s ≤ d
ιa − s + d, otherwise

(5)

rank−1
s (r) =

{
(r, s − r), s ≤ d
(s − d + r, d − r), otherwise

(6)

where s = ιa + ιb, d = 127 for �0, d = 255 for �1. With (5)
and (6), the group and its rank can be converted to each other.
After extracting its rank ro from (ιa, ιb), ro is encrypted as
follows:

re = mod(ro + ε, |�M(s)|) (7)

where mod(·, ·) means the remainder function, | · | represents
the number of vectors in the set, and ε denotes an enough large
number. For a vector/group with two elements, its |�M(s)| is
as follows:

|�M(s)| =
{

s + 1, s ≤ d
2 × d − s + 1, otherwise.

(8)

For ε, the chaotic matrix XMi is used. Since XMi and the
channel are 2-D matrices of the same size, each group (ιa, ιb)

on the channel corresponds to a group (ιxa, ιxb) on XMi, and
ε is calculated as follows:

ε = �(abs(ιxa) + abs(ιxb)) × μ� (9)

where μ means an enough large number selected by users.
The substitution operation is complete when this is done for
each group in �0 and �1.

The operation of permutation is illustrated in Fig. 9, show-
ing that for �0, as with substitution, only the higher seven bits
are processed, while for �1, the entire element is processed.
In this operation, the chaotic matrix YMi is used, which is
divided into blocks with size b1 × b1, and then the elements
in the block are ordered by size. Last, the elements in �0 and
�1 that participate in the permutation change their positions
according to this order. After the above operations, the first
degradation is completed.
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Fig. 9. Example of the permutation in �0 and �1.

Fig. 10. Example of the image degradation round.

The second degradation is for the sensitive area. After
dividing the area into blocks with size b2 × b2, the same per-
mutation operation as above is carried out in combination with
YMi. The permutation operation in Fig. 7 can also illustrate
the second degradation. The first and the second degradation
together, i.e., a substitution and two permutations, are called
a degradation round as shown in Fig. 10. Users can carry out
multiple rounds of the image degradation in accordance with
their actual needs.

If the same chaotic matrix is used for the two rounds, the
attacker may analyze it and get some rules. To prevent this
potential risk, there are two simple methods that can be utilized
when performing multiple rounds of degradation as follows.

1) A sequence number is added to the input of a chaotic
system, which changes with the number of rounds.
For example, for each image degradation round, the
sequence number is increased by 1. Therefore, for
the same image, the input to the chaotic system is
different in each degradation, and thus the output
chaotic sequence is also different. By the way, some
schemes [32], [33], [43], [44] that require multiple
rounds of operation are also used in this way to ensure
that the chaotic sequence used is different each time.

2) The number of the round, tr, to degrade is preset and
a chaotic sequence that the length is (q1 + qx2 + h ×
w × ch) × tr is generated. Then, the chaotic sequence is
averaged into tr segments which are processed as shown
in Fig. 4.

Since a chaotic system is sensitive to initial values, unpre-
dictable, and random-like, there two methods can ensure
that the chaotic matrices used in each degradation round are
different and irregular.

Subsequently, the LSBs of �0 are processed, and notice
that the coordinates of the sensitive area, i.e., (τxl, τyl) and
(τxr, τyr), have been converted into binary bits and stored in
the LSBs. The areas with size b1 × b1 corresponding to �0
from the corresponding XMi and YMi of the channel where
�0 is located are called XM�0 and YM�0 , respectively. They
are treated as follows:

Mxor =
{

0, XM�0(x, y) + YM�0(x, y) ≤ 0
1, otherwise

(10)

where M(x, y) means the element of row x and column y in
2-D matrix M. Then, the LSBs of �0 and Mxor are XORed as
follows:

LSBe(x, y) = LSBo(x, y) ⊕ Mxor(x, y), (1 ≤ x, y ≤ b1) (11)

where LSBo means the LSBs of �0 and ⊕ denotes the operator
of XOR.

D. Reversion

In general, the reverse process of image degradation is the
same as the above steps, but in reverse orders as follows.

1) The LSBs of �0 can be reversed by XOR operation again
after the chaotic matrix is generated.

2) (τxl, τyl) and (τxr, τyr) are extracted from the LSBs, i.e.,
the sensitive area can be determined.

3) The sensitive area is divided into blocks �2 with b2 ×b2
and then the inverse permutation is performed in �2.

4) The channel is divided into blocks �1 with b1 × b1 and
then the inverse permutation is performed in �1.

5) The inverse of the substitution is performed in groups
with two elements. Specifically, the group’s rank re is
obtained by rank(·, ·) and then it is reversed as follows:

ro = mod(re − ε, |�M(s)|). (12)

6) rank−1
s (·) is utilized to convert ro to the corresponding

element groups.
7) The reversion process is completed after all groups are

performed the inverse of the substitution.

VI. SCHEME EVALUATION

In this section, experiments and analysis are utilized to show
and evaluate the excellence of this scheme. The experiments
are carried out on the MATLAB 2021b with i7-8700 CPU @
3.2 GHz, 16-GB RAM, and Window 10 platform. In experi-
ments, the face is used as a sensitive area, and the first 1000
images in the Helen data set [45] are applied as experimental
images with the PNG format, which are resized to 512 × 512.
By the way, the illustrations in this section are also from
this data set. (b1, b2) indicates that the block size of the first
degradation is b1 and the second is b2, and six different com-
binations are tested in the experiments, i.e., (8, 16), (8, 32),
(8, 64), (16, 32), (16, 64), and (32, 64).
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(a)

(b)

Fig. 11. Visual effect of the proposed scheme: (a) degraded images and (b) reversed images.

A. Visual Quality

The degraded and the corresponding reversed images with
different block sizes are shown in Fig. 11. Visually, the amount
of information in degraded images leaked can be controlled
based on changes in block sizes, while the sensitive area can
be further degraded to reveal less information than others.
Meanwhile, there is no difference in the visual effect between
the reversed image and the original one regardless of the block
size.

Two commonly used image quality evaluation indicators,
structural similarity (SSIM) and peak signal-to-noise ratio

(PSNR), are applied to assess the quality of reversed images,
and the results are shown in Fig. 12. For SSIM, the values
in Fig. 12(a) are infinitely close to 1, which means the image
quality is very high as the maximum value of SSIM is 1. For
PSNR, a value greater than 40 means that the image qual-
ity is very high and the difference is nearly imperceptible
to the naked eye [46]; thus, the values in Fig. 12(b) denote
that the reversed image quality is excellent. In all, as seen in
Fig. 12, the larger the b2, the higher the index for the reversed
image; the smaller, the lower the index, which is since the
larger the b2, the fewer bits required to store in the LSBs of
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(a)

(b)

Fig. 12. Quality indicators for the reversed images: (a) SSIM and (b) PSNR.

TABLE I
TIME STATISTICS OF THE PROPOSED SCHEME

�0 as shown in (3). This is particularly evident in the indi-
cator of PSNR as shown in Fig. 12(b), which shows that the
experimental results have obvious stratification. That is, the
lower PSNR value is often the case of smaller block size
[e.g., (8, 16)]; the higher PSNR value is often the case of
bigger block size [e.g., (32, 64)].

B. Time Cost

In this work, the time cost is guaranteed in two ways.
First, all computational accuracy is limited to 16 bit, which
greatly reduces unnecessary high-precision computations and
enables the proposed scheme to be used on IoT devices
with few resources. Second, the degraded images are visually

observable, which means that users can reverse the images
that are precisely selected by browsing, thereby greatly reduc-
ing futile reversions. The time cost of this work is further
illustrated by the experiments below.

The time statistics on degradation and reversion are carried
out, including average, variance, maximum, minimum, and
average speed, as shown in Table I. It can be seen that it takes
less than 1 s, or (s), for an image to degrade; most of it takes
slightly more than 1 (s) to reverse. Although the reversed time
is slighter than the degradation time, in practice, users do not
want to reverse all the images as mentioned above, only a part
or even a tiny part of them, and thus the reversed efficiency
is considerable. The time variance, maximum, and minimum
values show that the time consumed by this scheme is stable,
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(a)

(b)

Fig. 13. Results of time fluctuations χ : (a) degraded and (b) reversed.

TABLE II
FILE SIZE OF THE PROPOSED SCHEME

especially for degraded operations. Meanwhile, the degrada-
tion average speed is about 2.2–2.6 (Mb/s) under different
parameters. Compared with the other scheme [47] applied
in IoT for image privacy protection, in which the protection
speed is about 1.31 (Mb/s), the speed of this work is excellent.
Although the reversed speed is not that high, the user actually
reverses only a small portion, which offsets the difference in
speed.

In addition, to further evaluate the time stability, the fluc-
tuation rate χ of each image processing time is calculated as
follows:

χ = ζi − ζm

ζm
(13)

where ζi means the time spent processing image i and ζm

denotes the average under the same parameter. Fig. 13 shows
time fluctuations under degradation and reversion operations.
For the degradation as shown in Fig. 13(a), they fall within
the range of ±0.05 in most cases, denoting that degradation
time is very stable; for the reversion, as shown in Fig. 13(b),
although a few fluctuations are more pronounced (in fact,
in which most of them are below 0.9), most of them are
concentrated around 0. The experiment demonstrates that the
image degraded speed is fast and stable, and the reversed
speed matches it since users can select part images instead
of reversing them all.

C. File Size

In this work, the file size is low in two ways. First, although
the pixel correlation within a block in a degraded image is
broken to protect privacy, there is still a coarse correlation
between blocks. Compression algorithms within the image for-
mat can compress file sizes based on these correlations, and
thus the size expansion of the degraded image remains at a
low level. Second, the reversed image is almost identical to
the original one, except that the LSBs of several pixels may
change [most l bits as shown in (3)], and therefore, the reversed
image and the original one should be almost identical in size.
In addition, for degraded images, the larger the block size, the
larger the file size, since this results in a reduction in the num-
ber of blocks, which reduces the correlation between blocks,
thereby reducing in compression efficiency.

The results of the file size experiment on the data set are
shown in Table II. For degraded images, it can be seen that as
the block size increases, the file size increases, but very slowly.
Meanwhile, compared with the original images, the size of
the degraded image is only about doubled, far less than the
image privacy protection scheme proposed by Gu et al. [2].
For reversed images, although there is a loss compared with
the original image, this loss can be ignored, and thus it is
not reflected in the file size, which indirectly demonstrates the
high visual quality of the reversed image.
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D. Key Evaluation

The key evaluation should be considered in two aspects.
First, the key space should be large enough, i.e., the key is
long enough, to prevent brute force cracking. Second, the key
sensitivity should be strong enough that a slight change in the
key can result in a significant change in either the degradation
or reversion.

For the key space, the chaotic system is called twice to
generate the chaotic matrix needed for degradation. As shown
in Fig. 3, one 64-bit key is applied in one call and thus the key
with a total of 128 bits is used for one-time image degradation.
That is, the key space of the proposed scheme is 2128, which
exceeds the security requirement of the key space 2100 [2].
Thus, this scheme meets the key requirements for preventing
brute-force attacks.

For the key sensitivity, the chaotic system [40] used in this
work has been tested extensively, demonstrating to have the
characteristics of initial value sensitivity, chaos, and unpre-
dictability. Therefore, the chaotic sequences output by the
chaotic system will be completely different as long as the key
changes a little, resulting in major changes in the values in the
chaotic matrix and then great changes in the output image.

The experiment on key sensitivity is carried out to illustrate
this proper as shown in Fig. 14. First, two 128-bit keys, only
one bit of which is different, are set as follows:

K1 = 0 × FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF

K2 = 0 × FFFEFFFFFFFFFFFFFFFFFFFFFFFFFFFF.

They are used to degrade the same image and reverse the
two degraded images, respectively, as shown in Fig. 14(a),
denoting that the reversion process is completely ineffective
even if the key is only a little different. Meanwhile, the result
obtained by subtracting two degraded images is shown in
Fig. 14(b), illustrating that even if the keys differ a little, the
degraded images are very different. The histogram of the result
also shows that a large number of pixel values have changed
as exhibited in Fig. 14(c). Therefore, experiments show that
the proposed scheme has the sufficient key sensitivity.

E. Histogram Analysis

The proposed scheme can carry out multiple rounds of
degradation according to the needs of users. In order to
prevent third parties from distinguishing the number of rounds
of image degradation based on the statistical information, it
should not significantly differ from each round and should
obviously differ from the original image. The pixel histogram
is an important form and tool in statistics. As shown in Fig. 15,
the histogram of each channel of the original image is irreg-
ular and fluctuates obviously. For the degraded image, on the
other hand, even after different rounds, the histograms in the
same channel are almost indistinguishable and very stable. In
addition, the change intensity ϕ of pixel value frequency under
different rounds is computed as follows:

ϕ = 1

n
×

n∑

i=1

(
φroundx(i) − φroundy(i)

)2 (14)

(a)

(b)

(c)

Fig. 14. Key sensitivity set: (a) example of degradation and reversion by
K1 and K2; (b) result of subtracting two images degraded by K1 and K2; and
(c) histogram of three channels of the result.

(a) (b)

(c) (d)

Fig. 15. Images and the histograms of their channels: (a) images;
(b) R channel; (c) G channel; and (c) B channel.

where φroundx means the frequency table of the pixel value
of the image degraded by x round, and for an 8-bit-per-pixel
image, n is 256. For an image, the intensity change can be
understood as the difference of its pixel value histogram. The
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TABLE III
CHANGE INTENSITY OF PIXEL VALUE FREQUENCY IN B CHANNEL

TABLE IV
NUMBER OF THE FACE DETECTION FAILURE OF THE PROPOSED SCHEME

B channels of images in Fig. 15(a) are done to the ϕ com-
putation and the results are shown in Table III. The change
intensity of the pixel frequency is high compared with the
original image and the image after any round of degradation.
In comparison between degraded images, the change intensity
of the pixel frequency is stable and small. It, together with
the histogram, shows that the pixel statistics of each round of
images are similar but not exactly the same. This not only pre-
vents the third party from distinguishing the number of rounds
from the statistical information but also ensures changes in
each round.

F. Face Detection

In Section IV-A, the curious machine is stated as a model
that threatens image privacy. Specifically, the image may be
simply and quickly scanned by the machine due to curiosity,
but it will not be analyzed in detail. In this part, a face detec-
tion model is used as the curious machine since 1) faces are
highly related to privacy, which is consistent with the purpose
of protecting privacy for this work and 2) the face detection
model is relatively mature compared to other models due to
its practicality.

One face detection API, face++,1 is used for this work.
Since there may be more than one face in an image, for sta-
tistical purposes, we tested all images with only one sensitive
are. In other words, there should be 1000 sensitive areas in
the original image. The higher the number of the detection
failure of these sensitive areas in the degraded image, the
better the protection effect will be. The experimental results
are shown in Table IV, illustrating that the larger the block
size, the higher the success rate against the curious machine.
This also validates the user’s ability to change the intensity of
privacy protection by resizing blocks.

VII. DISCUSSION

In Section IV, some goals have been proposed to achieve the
scope of the scheme, i.e., cost efficiency, privacy, and usability.
Here, the implementations of the proposed goals are analyzed.

1https://www.faceplusplus.com.cn/

Visual Observability: The proposed work first divides the
image into blocks, which eliminates the fine visual information
within the blocks and preserves the rough (holistic) visual
information between the blocks. As shown in Fig. 11(a), the
degraded image has rough visual information related to the
original image, which enables users to observe through vision.
That is, the goal of the visual observability is achieved.

Heterogeneity: In this work, the image can be divided into
different parts, and each part is degraded according to its
privacy sensitivity, i.e., the heterogeneous image degradation.
Therefore, the goal of the heterogeneity is achieved.

Customized: In the proposed scheme, the selection of the
sensitive area, the determination of the sensitive information,
and the degree of degrading are all decided by the user. In other
words, users can customize visual observability, heterogeneity,
privacy, and usability according to their own wishes. In partic-
ular, it ensures that privacy has been protected as users have
customized the protection degree of privacy that is subjective.
Thus, the goal of the customized is implemented.

Balance Tunability: Both privacy and usability are based
on visual observability in degraded images. The degradation
effect of the image can be controlled by changing the block
size. As shown in Fig. 16, the exposure degree of information
in the degraded image can be changed by changing the block
size. Thus, the balance between privacy and usability can be
tuned easily.

Reversibility: In this work, the degraded image can be
reversed after the user selects a specific image according to
the visual effect. As shown in Fig. 11(b), the reversed image
has no difference in visual effect from the original image.
Meanwhile, the experiments of two image quality indicators
also denote that the reserved image has the good quality as
shown in Fig. 12. As a result, the goal of reversibility is
realized.

Low Size: Although the correlation within the block is
erased in the degraded image, the correlation between blocks
is preserved. Thus, the compression algorithm within the for-
mat can utilize this correlation to compress the image size,
making the degraded image at a low size level. Meanwhile, the
reversed image is almost the same as the original one and thus
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Fig. 16. Balance between privacy and usability.

the two should be almost the same size. Experimental results
also demonstrate it as shown in Table II. In other words, the
goal of the low size is implemented.

Low Time Cost: The chaotic system utilized in this work
has the characteristics of efficiency, and the operation of the
substitution and permutation is computing efficiency, and thus
time cost is low. The experiment on the time cost also demon-
strates it as shown in Section VI-B. Therefore, the goal of the
low time cost is achieved.

VIII. CONCLUSION

As IoT devices become more widely and thoroughly inte-
grated into daily life, the data they gather increasingly threat-
ens personal privacy. Data privacy has emerged as one of the
most pressing challenges confronting IoT. Image privacy in
IoT has been considered and protected in this work. The tar-
get solution is necessary since the IoT terminal has limited
resources and computation accuracy.

In this article, we propose a novel image privacy protec-
tion scheme for green IoT, i.e., heterogeneous and customized
cost-efficient reversible image degradation. First, the privacy-
protected image preserves the visual information related to the
original image to ensure that users can browse. Second, the
calculation cost of this scheme is efficient and friendly. In par-
ticular, it should be pointed out that this scheme can carry out
targeted image reversion according to the user’s ideas, thus
avoiding a large number of futile reversion costs. Third, the
different privacy sensitivities of different parts of the image
and the different privacy needs of users are considered, and
inspired by this, the new scheme allows the heterogeneous
and customized image degradation. The experiments and anal-
ysis show that this work has achieved the proposed scope
of cost efficiency, privacy, and usability, and meanwhile, the
corresponding goals have been well achieved.
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