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Abstract Image encryption is an efficient technique
to protect the contents of an image. However, many
existing image encryption algorithms have low effi-
ciency and are weak to resist many commonly used
security attacks such as the chosen-plaintext attack.
To address these issues, in this paper, we propose a
new image encryption schemeusing value-differencing
transformation (VDT) and modified ZigZag transfor-
mation. First, we propose a new transform called VDT.
It can split a plain image into four subbands based
on value-differencing and this can greatly help to dif-
fuse the image pixels. Second, we develop a modified
ZigZag transformation that can separate the image pix-
els with a much higher efficiency. Besides, to improve
the ability to defense the chosen-plaintext attack, we
extract part information of plain image as parameters to
encrypt the image. Notice that these information don’t
need when decrypting the image so that the proposed
image encryption scheme is a symmetric key encryp-
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tion algorithm. Simulation results and security analysis
show that the proposed image encryption scheme can
encrypt different kinds of plain images into unrecog-
nized cipher imageswith a high security level, and it can
outperform several existing image encryption schemes.
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1 Introduction

With the rapid development of information technology,
information security becomes more and more impor-
tant. Thus, researchers have developed a large number
of information security technologies such as the well-
knownData Encryption Standard (DES) andAdvanced
Encryption Standard (AES). The image is a widely
used data format since it has a straightforward visual
effect and can show much potential information [35].
Recently, to securely communicate the digital images,
many image security techniques have been proposed,
such as the data hiding [6,29,44], image encryption
[10,37,46] and watermarking [30,31,40].

Among all the image security techniques, image
encryption is one of themost straightforward and effec-
tive methods and it can encrypt a plain image into an
completely unrecognized cipher image with high secu-
rity level [1,12]. Only with the correct secret key, one
can recover the original image completely. Generally,
all the existing image encryption methods can be clas-
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sified into four categories, including optical encryp-
tion [18], spatial domain encryption, frequency domain
encryption and compressive sensing [14,34,43]. For
example, the spatial domain encryption is to directly
encrypt the imagepixels usingDNAcoding [3], cellular
automata coding [32], chaotic theory [13,17,19,21,41]
and many other techniques. The frequency domain
encryption first transforms a plain image from spatial
domain to the frequency domain using the fast Fourier
transform [8], discrete cosine transform [24], discrete
Wavelet transform [34], etc., and then encrypts the
image in the frequency domain. Among all the tech-
niques used in image encryption, the chaotic theory is
a widely used and effective one, since it has many sim-
ilar properties to the principles of image encryption.
However, when a chaotic system is simulated in digital
platform, chaos degradation will occur because of the
limitation of precision. This may result in serious secu-
rity problems for the chaos-based image encryption
algorithms [15]. Thus, when used in image encryption,
chaotic systems are usually combined with other tech-
niques to improve the security level of cipher images.

Since a permutation–diffusion structure for image
encryption was firstly proposed by Feistel [11], it
receives increasing attention of researchers [7,20,27,
45,48]. In the permutation–diffusion structure, the per-
mutation operation changes the pixel positions and
reduces the correlations between the adjacent pixels,
while the diffusion operation randomly changes the
pixel values using pixel dependence manner. How-
ever, many image encryption algorithms using tra-
ditional permutation–diffusion structure cannot resist
many security attacks such as the chosen-plaintext
attack [9,22,23]. This is because by choosing some
plaintexts to encrypt and analyze their correspond-
ing ciphertexts, the cryptanalysts can build the equiv-
alent key for the permutation and diffusion operations
[25,49]. Using the equivalent key, the cryptanalysts can
reconstruct the plain image without the secret key [36].
One efficientway to solve this problem is to use the hash
result of the plain image as a part of secret key. Using
this strategy, the encrypted result is related to the plain
image, which may make the chosen-plaintext attack
ineffective [5]. However, this strategy causes serious
problem for the key distribution, since the decrypted
key must contain the hash result of the plain image.

To address theweaknesses of existing image encryp-
tion algorithms, in this paper, we introduce a new image
encryption algorithm considering the contents of plain

image. First, a new value-differencing transformation
(VDT) is presented to decompose the plain image to
enhance the image diffusion efficiency. Then, a modi-
fiedZigZag transformation is developed to quickly sep-
arate the image pixels. Our proposed algorithm can effi-
ciently resist the chosen-plaintext attack [26]. This is
because some features of the plain image are used as
parameters to encrypt the image. Then, the permutation
and diffusion results are sensitive with the plain image.
Besides, the diffusion operation is performed fromboth
forward and backward directions, which also enhances
the security level. Since the features of the plain image
are unnecessary when decrypting the image, the pro-
posed image encryption scheme is a symmetric key
encryption algorithmand the decryptionkey is the same
with the encryption key. The main contributions and
novelty of this paper are summarized as follows.

(1) We propose a new image decomposition technique,
the VDT, which can split an image into four differ-
ent subbands: low-low (LL), horizontal difference
(HD), vertical difference (VD) and diagonal differ-
ence (DD). The VDT can greatly help to improve
the encryption efficiency since it can selectively
process the image contents in the diffusion process.

(2) We introduce a modified ZigZag transformation
and propose a new permutation method using it.
The new permutation method can improve the per-
mutation efficiency using less pseudo randomnum-
bers.

(3) We use some features of the plain image as param-
eters to encrypt the image. Then, the encryption
algorithm can well defense the chosen-plaintext
attack. Because these features are unnecessary
when decrypting the image, the proposed image
encryption scheme is a symmetric key encryption
algorithm and thus can overcome the key distribu-
tion problem of existing similar algorithms.

(4) Simulation results and security analysis show that
the developed image encryption algorithm has a
high security level to resist many security attacks
and it has better performance than some state-of-
the-art image encryption algorithms.

The rest of this paper is organized as follows. Sec-
tion 2 introduces the proposed VDT and modified
ZigZag transformation. Section 3 presents a new image
encryption algorithm using the VDT and modified
ZigZag transformation. Section 4 analyzes the security
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performance of the encryption algorithm, and Sect. 5
concludes this paper.

2 VDT and Modified ZigZag Transformation

This section presents the proposed VDT and modi-
fied ZigZag transformation. The VDT splits an image
into different subbands to change the pixel values
selectively, while the modified ZigZag transformation
changes the positions of the pixels in a high efficiency.

2.1 VDT

Here, we develop the VDT that can diffuse the image
selectively. Specially, the VDT splits a plain image into
one original subband and three difference subbands by
calculating the differences between four neighbor pix-
els of an image block. The detail procedures of theVDT
are shown as follows:

Step 1: Divide a digital image of sizeM×N into 2×2
image blocks.

Step 2: Calculate the differences between the pixels
on (1,1) with (1,2),(2,1),(2,2) in every blocks,
and put the results to the subbands HD, VD
and DD, respectively. Then put the pixels on
(1,1) of every block to the subband LL.

Step 3: Put the values in the subbandsLL,HD,VDand
DD to upper right position, low left position
and low right position, respectively.

Step 4: Finally, perform amodulo 256 operation to all
the generated subbands.

A numeral example with image size 4×4 is demon-
strated to better show the VDT, and Fig. 1 shows the
detailed process. As can be seen, the image is first
divided into four blocks of size 2×2.Then, calculate the
differences between the first pixels with the other three
pixels in each block. Taking the first block as an exam-
ple, the differences between the pixels on (1,1), (1,2),
(2,1) and (2,2) are 75 − 115 = −40, 200 − 115 = 85,
and 205 − 115 = 90, respectively. After the calcula-
tion, put the first pixel of each block in the upper left
position, and put the values in the HD, VD and DD to
the upper left position, upper right position, low left
position and low right position, respectively. Finally,
perform a modulo 256 operation to all the values. The
negative values -40, -3, -3 and -9 become 216, 253, 253
and 247, respectively.
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200 205 20 56

53 85 36 48

50 72 92 27

-40 -3

32 12

90 46

19 -9

115 10

53 36

85 10

-3 56

10 7

20 56
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53 36 32 12
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VD DD
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Fig. 1 A numeral example of the VDT
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Fig. 2 The IVDT of the VDT in Fig. 1

It is obvious that the VDT is a reversible opera-
tion and the inverse VDT (IVDT) is to perform the
reversible of each operation in the VDT. Figure 2
demonstrates the IVDT of the example in Fig. 1. It
can be seen that all the original image pixels can be
totally recovered.

It is obvious that if we change the positions of the
pixels in different subbands, the IVDT cannot correctly
recover the original image pixels. Using this strategy,
we can diffuse the image pixels and Fig. 3 shows an
example about it. Firstly, change the positions of pix-
els in HD, VD and DD randomly. Then, add the pixels
in HD, VD and DD with the pixels in LL of the same
position. For example, after permutation, the pixels on
(1,1) of HD, VD and DD are 46, 32 and 253, respec-
tively. Add them with the pixel on (1,1) of LL; then put
the calculation results 199, 185 and 406 on the posi-
tions of (1,2), (2,1) and (2,2). Finally, all the pixels in
the result are performed the operation modulo 256. As
can be seen from Fig. 3, most pixel values are changed.

123



3586 Z. Hua et al.
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Fig. 3 An example of IVDT with the positions changed
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Fig. 4 An example of IVDT with the positions changed and LL
subband diffused

However, the above strategy has a problem that the
value of the pixels in LL subband cannot be changed.
To solve this issue, we separately diffuse these pix-
els. Compared with the traditional diffusion method,
we only need to diffuse one-fourth pixels of the image
and this can improve the efficiency of the encryption
algorithm. Figure 4 shows the IVDT result when ran-
domly changing the positions of LL subband in the
VDT result. It can be seen that all the image pixels are
changed, comparing with the original image.

2.2 Modified ZigZag Transformation

The ZigZag transformation is a procedure to scan the
elements of a matrix following the ‘Z’ shape and store
the scanned elements into an one-dimensional (1D)
array sequentially. Then, the 1Darray canbe rearranged
as a two-dimensional (2D) matrix according to specific
requirements [4]. When used in image encryption, the

1 2 3

4 5 6

7 8 9

1 2 4

7 5 3

6 8 9

4 71 2 6 85 3 9

Fig. 5 The standard ZigZag mode, and the yellow block is the
starting point

mode_1 mode_2 mode_3 mode_4

mode_5 mode_6 mode_7 mode_8

Fig. 6 Eight ZigZag modes

ZigZag transformation can permute the image pixels
and Fig. 5 shows the process of the ZigZag transfor-
mation. Generally, there are eight ZigZag transforma-
tion modes, which are shown in Fig. 6. As can be seen,
one can start from each of the four corners and either
the horizontal or vertical direction. Thus, the scanning
order array can form a ring as is shown in Fig. 6.
Besides, a shifting can be used to the 1D array to further
improve the randomness.

However, the ZigZag transformation has some prob-
lems. First, as shown in Fig 6, it only has eight modes
and thus the key space is not large enough to resist brute
force attack. Moreover, it cannot efficiently decorrelate
the high correlations between the neighbor elements.

To address these issues and obtain more random
result, we introduce a modified ZigZag transforma-
tion, which can permute an image of size N × N using
4 × N pseudo-random numbers. Besides, compared
with the traditional ZigZag transformation, the scan-
ning order in the modified ZigZag transformation is
controlled by a parameter and this can greatly improve
the transformation efficiency and security level. Differ-
ent from the existing ZigZag transformation that puts
every pixel to its new coordinate in a fixed order, the
modified ZigZag transformation generates a mapping
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Table 1 The mapping between p, a and scan modes

a p

1 2

1 Mode_1 Mode_5

2 Mode_2 Mode_6

3 Mode_3 Mode_7

4 Mode_4 Mode_8

between the old coordinates and new coordinates in
random order determined by chaotic sequences. Here
the used chaotic system is the enhanced logistic map
introduced in [15], and it is mathematically defined as

xi+1 = E(L(xi )) = sin(πaxi (1 − xi )), (1)

where a is a control parameter and a ∈ (0,+∞). The
detailed steps of the modified ZigZag transformation
on a matrix M of size N × N are shown as follows:

Step 1: Generate four chaotic sequences of length N .
By sorting each chaotic sequence, four index
vectors R1, R2, C1 and C2 can be obtained.
Generate coordinate matrices O1 and O2 by
separately usingR1 andR2 as two row indices
and C1 and C2 as two column indices.

Step 2: Set p(i) = (Ri (1) mod 2) + 1, a(i) =
(Ci (1) mod 4) + 1, x(1) = R1(2), y(1) =
C1(N ), x(2) = R2(2), y(2) = C2(N ), where
p(i) and a(i) determine the scan modes ofOi

shown in Fig 6, while x(i) and y(i) determine
the beginning points in the two scans. Table 1
lists the mappings between p, a and the scan
modes.

Step 2: Using the scan mode selected in Step 2 to scan
O1 andO2. Then, record every coordinates on
their scan paths into c1 and c2.

Step 3: Exchange the elements whose coordinates are
c1(i) and c2(i) in the matrix M .

To better explain the modified ZigZag transforma-
tion, a numeral example of size 3 × 3 is provided and
Fig. 7 shows the details of the process. First, obtain
theR1={2,3,1},C1={2,1,3},R2={2,1,3},C2={1,2,3},
and the coordinatematricesO1,O2. Then, calculate the
scanning parameters p(1) = (R1(1) mod 2)+1 = 1,
p(2) = (R2(1) mod 2) + 1 = 1, a(1) = (C1(1)
mod 4) + 1 = 3, a(2) = (C2(1) mod 4) + 1 = 2,
x(1) = R1(2) = 3, x(2) = R2(2) = 1, y(1) =
C1(3) = 3, y(2) = C2(3) = 3. According to

Fig. 7 An example modified ZigZag transformation

Table 1, scan theO1 with mode_3 and scan theO2 with
mode_2. Then, we can get the coordinate mappings
(3, 1) → (1, 3), (2, 2) → (2, 1), (2, 3) → (3, 2),
(1, 2) → (3, 1), (3, 2) → (2, 3), (1, 3) → (3, 3),
(2, 1) → (1, 2), (1, 1) → (2, 2) and (3, 3) → (1, 1).
Finally, swap the pixels in matrix M according to the
coordinate mappings to get the swapped resultW.

Compared with the existing ZigZag transforma-
tion, themodified ZigZag transformation can randomly
select the scan order by modifying the initial states
of the chaotic system, which can enhance the security
level of the transformation result. Moreover, only four
chaotic sequences of length N are required to permu-
tate amatrix of size N×N . However,most permutation
algorithms using chaos require a chaotic sequence of
length N × N . Thus, the modified ZigZag transforma-
tion algorithm can greatly improve the efficiency.

3 New Image Encryption Algorithm

Using the VDT and modified ZigZag transformation,
this section proposes an image encryption algorithm
and Fig.8 shows the structure of the proposed encryp-
tion scheme. The algorithm mainly contains the VDT,
cross-subbandpermutation, plaintext-related diffusion,
IVDT and global permutation. TheVDTdivides a plain
image into four subbands LL, HD, VD and DD. The
cross-subband permutation randomly changes the ele-
ment positions of the HD, VD and DD subbands, while
the plaintext-related diffusion randomly diffuses the
pixel values of LL subband. Then, after IVDT, the pixel
values of the whole image are changed. The global per-
mutation further changes the pixel positions to reduce
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the correlations between adjacent pixels. Two rounds
of encryption are used to obtain a higher security level.
Next, we will introduce each of the encryption steps in
detail.

3.1 Key schedule

To resist the brute force attack, the secret key of an
image encryption algorithm must have a large key
space; otherwise, the attacker can crack the secret
key with enumeration. The secret key of our encryp-
tion scheme is of 256 bits, which have a sufficiently
large key space to resist the brute force attack. The
secret key in our proposed algorithm has eight parts,
namelyK = {x (1)

0 , x (2)
0 , r (1)

0 , r (2)
0 , a(1), a(2), t (1)0 , t (2)0 }.

Every part is 32-bit length. The x (1)
0 and x (2)

0 are
32-bit float number within [0, 1), and they are used
to generate original initial values {x (i)

1 , x (i)
2 , x (i)

3 , x (i)
4 }

(i = 1, 2) of the chaotic system in two encryption
rounds. The r (1)

0 and r (2)
0 contain 7-bit integer and 25-

bit float numbers and both of them are within [0, 128).
They are used to generate original control parameters
{r (i)
1 , r (i)

2 , r (i)
3 , r (i)

4 }(i = 1, 2) of the chaotic system
in two encryption rounds. The a(1) and a(2) are two
vectors, and each of them has four elements, namely
{a(i)

1 , a(i)
2 , a(i)

3 , a(i)
4 } (i=1, 2), and every element is an

8-bit integer. The t (1)0 and t (2)0 have the same format

with r (1)
0 and r (2)

0 . The t (i)0 and a(i) are used to disturb
the original initial states and control parameters. The
detailed steps to generate eight groups of original initial
states and control parameters are shown as follows

x (i)
j = (log2(a

(i)
j + j) × x (i)

j−1 + t (i)0 ) mod 1,

r (i)
j = a(i)

j + r (i)
j−1 + t (i)0 .

(2)

where j = 1, 2, 3, 4, and i = 1, 2.
Thus, fiveoriginal initial states (x (i)

0 , r (i)
0 ), (x (i)

1 , r (i)
1 ),

(x (i)
2 , r (i)

2 ), (x (i)
3 , r (i)

3 ) and (x (i)
4 , r (i)

4 ) can be obtained
in each encryption round. They will be combined with
the features of plain image to generate the initial states
of the chaotic system in each encryption step.

3.2 Cross-Subband Permutation

The cross-subband permutation can randomly permute
the elements within the HD, VD, and DD subbands.
Using this strategy, one can significantly reduce the cor-
relations among the elements in difference subbands to

increase the security level. The permutation process is
under the control of chaotic sequences generated by the
enhanced Logistic map. To resist the chosen-plaintext
attack, the average values of the three subbands are used
as a part of the initial states of the chaotic map. Since
the average values cannot be changed by the permuta-
tion process, one can calculate the average value in the
permutation result when doing the inverse operation.
Thus, the backward process has the same secret key
with the forward process. For an image of size N × N ,
the detailed steps of the cross-subband permutation in
the first encryption round are shown as follows:

Step 1: Calculate the average value avg1 of the three
difference subbands,

avg1 =
∑

HD+∑
VD+∑

DD
3× N

2 × N
2

. An initial value

is calculated as y(1)
0 = avg1 − �avg1� + x (1)

0 ,
where �x� is the largest integer that smaller
than or equal to x .

Step 2: Use the initial state (y(1)
0 , r (1)

0 ) to iterate the
enhanced logistic map to generate the chaotic
sequence Q0 of length 3 × N

2 × N
2 .

Step 3: Perform the permutation operation among
HD, VD and DD subbands. Firstly, rearrange
Q0 into a three-dimensional(3D) chaotic
matrix and sort the 3D chaotic matrix by the
third dimension to obtain a 3D index matrix
A. Merge the three difference subbands into
a 3D matrix P , where P(i, j, 1) = HD(i, j),
P(i, j, 2) = VD(i, j), P(i, j, 3) = DD(i, j),
(i ∈ [1, N

2 ], j ∈ [1, N
2 ]). Then, shuffle the

elements in the three subbands using A to
get the result matrix P ′, where P ′(i, j, k) =
P(i, j, A(i, j, k)), (i ∈ [1, N

2 ], j ∈ [1, N
2 ], k ∈

[1, 3]). Finally, split the result 3D matrix
P ′ back to three difference subbands HD,
VD and DD, where HD(i, j) = P ′(i, j, 1),
VD(i, j) = P ′(i, j, 2), and DD(i, j) =
P ′(i, j, 3), (i ∈ [1, N

2 ], j ∈ [1, N
2 ]).

Step 4: Permute the elements inside HD, DD and VD
subbands. Specifically, calculate the average
values avgh , avgv and avgd of subbands HD,
VD and DD, and

y(1)
1 = avgh − �avgh� + x (1)

1 ,

y(1)
2 = avgv − �avgv� + x (1)

2 ,

y(1)
3 = avgd − �avgd� + x (1)

3 .

(3)
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Fig. 8 The structure of the
proposed image encryption
scheme
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Use each of the initial states (y(1)
1 , r (1)

1 ),

(y(1)
2 , r (1)

2 ), and (y(1)
3 , r (1)

3 ) to iterate the
enhanced logisticmap togenerate three chaotic

sequences Q1, Q2 and Q3 of length 4 × N
2 .

Permute the HD, VD and DD subbands using
the modified ZigZag transformation with the
Q1,Q2 andQ3 as the index sequences, respec-
tively.

After the cross-subband permutation, the elements
positions in the three subbands are totally changed,
which can avoid information leakage and reduce the
correlations between adjacent elements among differ-
ence subbands.

3.3 Plaintext-Related Diffusion

The diffusion process can change the pixel values and
spread little change in the plaintext to the whole cipher-
text. Many existing diffusion methods use the addi-
tion or XOR operation between the current plain pixel
and the adjacent one or two cipher pixels. However,
most of them cannot resist the chosen-plaintext attack,
for the equivalent key can be constructed by choosing
plaintext to encrypt [49]. To overcome this, we propose
a plaintext-related diffusion. The diffusion parameters
are generated by the enhanced logistic map, while the
initial states are the combination of the secret key and
the plaintext information.Because theLL subband con-
tains the most important information of a plain image,
we just perform the diffusion operation to the LL sub-
band. For an image of size N × N , the detailed steps
of the plaintext-related diffusion are shown as follows:

Step 1: Use the initial state (y(1)
0 , r (1)

0 ) to iterate the
enhanced Logistic map to generate the chaotic

sequence Q5 of length N
2 × N

2 . Sort Q5 to
get the index sequence I, which is used as the
diffusion sequence.

Step 2: Reshape the LL subband to a sequence of
length N

2 × N
2 = N2

4 , and then perform the
diffusion process to the sequence using

T(i) =
{

(LL(i) + I(i)) mod 256, i = 1

(LL(i) + T(i − 1) + I(i)) mod 256, i ∈ [2, N2

4 ] (4)

Step 3: Perform the diffusion process to T(i) using
Eq. (4) from the backward direction.

The plaintext-related diffusion can spread the tiny
change in one pixel to the whole LL subband. Besides,
the Q5 is related to the plain image, which helps to
resist the chosen-plaintext attack.

3.4 IVDT

The IVDT is used to merge the four subbands together
and spread the tiny change of the plain image to the
whole cipher image. The detailed steps are introduced
in Sect. 2.1. As is shown in Fig. 3, after cross-subband
permutation and IVDT, the pixel values of the four sub-
bands can be changed even without any change of orig-
inal pixel values. Thus, if we make a tiny change in
the difference subbands, the change will also spread
along the process of cross-subband permutation and
IVDT, and all the pixels in difference subbands can be
changed. Moreover, we also changed the pixel values
of LL subbands using the plaintext-related diffusion. If
we change one of the pixel values on the position of
LL subband in the first encryption round, the adjacent
pixel values on the difference subbands can be changed.
Then, the difference can be spread all over the cipher
image in the second encryption round.
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3.5 Global Permutation

The global permutation is used to change the pixel posi-
tions and reduce the correlations between adjacent pix-
els. Firstly, we calculate the average value avgg of the
merged image. The initial value of the enhanced logis-
tic map is calculated as y(1)

4 = �avgg	 − avgg + x (i)
4 .

Then, iterate the enhanced Logistic map using the ini-
tial states (y(1)

4 , r (1)
4 ) to generate a chaotic sequence Q4

with length 4× N . Perform the permutation operation
to the image using the modified ZigZag transforma-
tion with the chaotic sequence as the index sequence.
Since the permutation result is related to the informa-
tion of the image, the global permutation process also
has high security level. Moreover, most existing per-
mutation schemes need a permutation sequence of size
N × N . But the length of the permutation sequence
in our proposed algorithm is only 4 × N . Thus, the
proposed permutation scheme can reduce the iteration
times of chaotic system, which can greatly improve the
efficiency.

In the second encryption round, another five orig-
inal initial states (x (2)

0 , r (2)
0 ), (x (2)

1 , r (2)
1 ), (x (2)

2 , r (2)
2 ),

(x (2)
3 , r (2)

3 ) and (x (2)
4 , r (2)

4 ) are used and the procedures
are the same with that in the first encryption round.

3.6 Discussion

In the proposed image encryption scheme, the permu-
tation scheme can permute the pixels of plain image
with a high efficiency, a new diffusionmethod using the
VDT is proposed, and the plaintext-related information
is combined with the secret key.With these techniques,
the proposed scheme can obtain the following advan-
tages:

(1) The proposed scheme can achieve a high efficiency,
because the permutation scheme using the modi-
fied ZigZag transformation can reduce the iteration
times of chaotic system. Besides, a selective diffu-
sion strategy is used. The diffusion only needs to
diffuse the LL subband, because the LL subband
contains most information of the image.

(2) The proposed encryption scheme has a high ability
to resist many security attacks such as the chosen-
plaintext attack, static and differential attacks. This
is because we combine the plaintext-related infor-
mation into the secret key. This makes it difficult
to construct the equivalent key. Note that these

plaintext-related information is unnecessary when
decrypting the image so that the proposed image
encryption scheme is a symmetric key encryption
algorithm.

4 Experimental results and security analysis

In this section, we simulate the proposed image encryp-
tion scheme and analyze its security level.

4.1 Simulation results

An effective image encryption scheme should be able
to encrypt a plain image into an unrecognized cipher
image. One cannot get any useful information about
the plain image from the cipher image without the
correct secret key. Figure 9 simulates the encryption
and decryption processes for the proposed encryp-
tion scheme using different grayscale, binary and color
images. The used binary images are all-one and all-zero
images. Figure 9(a) shows the plain images, and Fig-
ure 9(b) plots their histograms. As can be seen, the his-
tograms containmuch significant information about the
plain images. However, the proposed image encryption
scheme can encrypt the plain images into unrecognized
cipher images which are shown in Fig. 9(c). Fig. 9(d)
plots the histograms of these cipher images. Obviously,
the distribution of the pixels in the cipher images is
random-like, which can well protect the contents of the
plain images. Finally, using the correct secret key, one
can completely recover the plain images and the recov-
ered images are shown in Fig. 9(e). Thus, the proposed
image encryption scheme can encrypt different kinds
of images into unrecognized cipher images with a high
visual security, which can help to resist the statistical
attacks effectively.

4.2 Efficiency analysis

To adapt the rapid increment of image data capacity, an
image encryption algorithm must have a high encryp-
tion speed. This means that it is necessary to keep a
balance between the encryption efficiency and security
level. Our proposed encryption scheme can achieve fast
encryption speed because of the following reasons:
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Fig. 9 Simulation results of the proposed image encryption algorithm: a plain images include the grayscale, binary, and color images;
b histograms of a; c encrypted results of a; d histograms of c; e decrypted results of c

(1) It can achieve a good diffusion performance by per-
forming the diffusion operation to only a part of
image. On the contract, traditional diffusion oper-
ations are performed to the whole image pixels.

(2) When doing the permutation process to an image of
size M × N , our proposed scheme only need four

chaotic sequences. Two of them are of length M
2 ,

and the other two are of length N
2 . This can greatly

reduce the iteration numbers of the used chaotic
system.

To demonstrate the efficiency of our proposed image
encryption scheme, we compare its efficiency with
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Table 2 Average encryption times (s) of different image encryption algorithms for different sizes of plain images

Image size Algorithms

Ours Hua [16] Xu [42] Zhou [47] Wang [38]

128 × 128 0.0178 0.0201 0.0199 0.1934 0.1253

256 × 256 0.0689 0.0791 0.0832 0.7314 2.3261

512 × 512 0.3395 0.3706 0.3778 2.8625 10.8785

several state-of-the-art encryption algorithms. All the
algorithms are simulated on a computer with the
following environment: Intel(R) Core(TM) i5-8300H
CPU running at 2.30 GHz, 8 GB random-access mem-
ory, and aWindows 10 operating system. Table 2 shows
the encryption time of several image encryption algo-
rithms for different sizes of plain images. The results
are obtained by calculating the average encryption time
of 100 experiments. It can be seen that our proposed
encryption scheme requires the shortest encryption
time, which means it has relatively higher efficiency.

4.3 Key sensitivity

An encryption algorithm should have very sensitive
secret key. Otherwise, its actual key space may far
smaller than the theoretical one, which can increase
the risk of being broken by brute force attack. If an
encryption algorithm is sensitive to its secret key, a
tiny change on the secret key can cause total difference
to the cipher image in the encryption process and cause
total difference to the recovered image in the decryp-
tion process. Several experiments are designed to test
the key sensitivity of the proposed image encryption
scheme. First, we randomly generate a secret key K1

and then obtain two other secret keys K2 and K3 by
changing one bit inK1. The three obtained secret keys
are expressed as

K1 = E794EFE7F092B5613033D363D3CCCA

79CB0BCA0315885EC08F7AAF823B4BE2B1,

K2 = E794FFE7F092B5613033D363D3CCCA

79CB0BCA0315885EC08F7AAF823B4BE2B1,

K3 = E794EFE7F092B5613033D363D3CCCA

79CB0BCA0315885EC08F7AAF823B4BE2B2.

Figure 10 shows the key sensitive analysis results in
encryption process. Figure 10(a) shows the plain image
and its histogram, and Fig. 10(b) and (c) shows the
encryption results of Fig. 10(a) using the secret key
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Fig. 10 Key sensitivity analysis in encryption process: a plain
image P; b cipher image C1=Enc(P, K1); (c) cipher image C2
= Enc(P, K2); (d) difference between C1 and C2, |C1 − C2|

K1 and K2, respectively. Figure 10(d) shows the dif-
ference between the two cipher images. As shown that
the cipher images encrypted by the two slightly differ-
ent keys are completely different, which indicates the
high sensitivity of the secret key in encryption process.
Figure 11 shows the key sensitivity analysis results
in decryption process. Figure 11(a) shows the cipher
image encrypted byK1 and its histogram. Figure 11(b)
shows the recovered image of (a) using the secret key
K1. Figure 10(c) and (d) shows the decryption results of
Fig. 10(a) using K2 and K3, respectively. Figure 11(e)
shows the difference of Figs 10(c) and (d). It can be seen
that only using the correct key, one can recover the plain
image completely. Even a bit change in the secret key
can lead to a completely different result. Therefore, the
secret key of the proposed image encryption scheme is
highly sensitive.

Besides, we quantitatively test the key sensitivity of
our proposed image encryption scheme using the num-
ber of bit change rate (NBCR). For two data sequences
Z1 and Z2 with the same size, their NBCR is defined
as

NBCR = H(Z1, Z2)

Lb
× 100%, (5)
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Fig. 11 Key sensitivity analysis in decryption process: a cipher
image C1; b decrypted result D1 = Dec(C1,K1); c decrypted
resultD2 = Dec(C1,K2); d decrypted resultD3 = Dec(C1,K3);
e difference between D2 and D3, |D2 − D3|
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Fig. 12 The NBCR results of the proposed image encryption
scheme in encryption and decryption processes

where Lb is the length of Z1 or Z2, and H(Z1, Z2) cal-
culates the Hamming distance of Z1 and Z2. The ideal
value of NBCR is 50%, and it can be achieved when
the two data sequences are completely independent.

Our experiment is designed as follows. For a given
secret key K1, we change one of its 256 bits to obtain
K4. To calculate the NBCR of encryption process, we
encrypt the same image using K1 and K4 and obtain
the cipher images C1 and C4. Then, the NBCR of C1

andC4 is calculated. To calculate the NBCR in decryp-
tion process, we firstly decrypt C1 using K1 and K4 to
obtain the decryption results D1 and D4. Similarly, the
NBCR of D1 and D4 are calculated. Every bit of K1 is
changed separately to measure the NBCR in encryp-
tion and decryption process, and Fig. 12 shows the test
result. It is shown that the NBCRs in the encryption
and decryption processes are all close to the ideal value
0.5 for every bit, which also means that the proposed
encryption scheme has highly sensitive secret key.

4.4 Ability to Resist Differential Attack

The differential analysis is a commonly used and
effective cryptanalysis technique. An image encryp-
tion algorithm should have high ability to resist this
attack. Our proposed scheme can resist the differential
attack due to the following properties: (1) The cross-
subband permutation and IVDT can efficiently spread
the tiny change of plain image to the whole cipher
image. (2) The combination of plaintext-related dif-
fusion and global permutation further spread the tiny
change.

The number of pixel change rate (NPCR) and uni-
form average change intensity (UACI) are two criteria
to test the ability of an encryption algorithm in resist-
ing the differential attack [33]. Suppose thatC1 andC2

are two cipher images with only one bit difference in
their plain images, then their NPCR and UACI can be
calculated as

NPCR = � j,k A( j, k)

L × M
× 100% (6)

and

UACI = 1

L × M
� j,k (

C1( j, k) − C2( j, k)

255
) × 100% (7)

respectively. The A( j, k) = 1 if C1( j, k) 
= C2( j, k);
otherwise A( j, k) = 0. If the NPCR result is greater
than the threshold value ϑα , it can pass the NPCR test
[39]. The threshold is calculated as

ϑα =
L − φ−1(α)

√
L

MN

L + 1
(8)

where α is a significance level and L is the largest
allowed value of the image, L = 255 in an 8-bit
grayscale image, M and N are the height and width of
an image, respectively. A greater NPCR value means
stronger ability to resist differential attack.Meanwhile,
inUACI test, if the resultUACI value falls into the inter-
val (θ∗−

α , θ∗+
α ), it passes the UACI test. The interval is

calculated as
⎧
⎨

⎩

θ∗−
α = L+2

3L+3 − φ−1(α
2 )

(L+2)(L2+2L+3)
18(l+1)2LMN

θ∗+
α = L+2

3L+3 + φ−1(α
2 )

(L+2)(L2+2L+3)
18(l+1)2LMN

(9)

A closer UACI value to the median value of the
interval indicates a stronger ability to resist the dif-
ferential attack. Following the setting given in [39],
our experiments set the significance level α = 0.05.
Thus, for different sizes of images, the criteria are
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Table 3 The NPCR and UACI results of our proposed image encryption scheme for different sizes of images

Image size File name NPCR UACI Test results

128 × 128 lena128 99.6704 33.4788 Pass

flower 99.6460 33.5205 Pass

workshop 99.6521 33.4135 Pass

256 × 256 lena256 99.6689 33.4590 Pass

5.1.09 99.6017 33.4446 Pass

5.1.10 99.6170 33.4425 Pass

512 × 512 lena512 99.6227 33.4959 Pass

5.2.08 99.6090 33.4653 Pass

5.2.09 99.6235 33.4335 pass

1024 × 1024 lena1024 99.6084 33.4254 Pass

5.3.01 99.6146 33.4514 Pass

5.3.02 99.6120 33.4615 Pass

Table 4 The NPCR results of different image encryption schemes with the pixel change in the border (α =0.05)

Position Methods

Ours Cao [2] Ping [28] Hua [16] Wang [38] Xu [42]

(1, 1) 99.6307 99.5575 99.6033 99.5987 99.6460 99.5605

(256, 256) 99.6292 99.6017 99.5987 99.6277 99.6490 99.6262

(1, 256) 99.6216 99.6292 99.6216 99.5712 99.5926 99.6262

(256, 1) 99.6307 99.6155 99.5895 99.6246 94.7647 99.6140

(127, 128) 99.6216 99.6445 99.6094 99.6246 99.6201 99.6078

Mean 99.6268 99.6097 99.6045 99.6094 98.6545 99.6069

Table 5 The UACI results of different image encryption schemes with the pixel change in the border (α =0.05)

Position Methods

Ours Cao [2] Ping [28] Hua [16] Wang [38] Xu [42]

(1,1) 33.4604 33.4867 33.5353 33.5732 33.3683 33.3448

(256, 256) 33.4559 33.5465 33.6461 33.5167 33.4740 33.5155

(1, 256) 33.4477 33.4768 33.4004 33.4105 33.3579 33.5146

(256, 1) 33.5709 33.4169 33.4339 33.4397 31.7191 33.6503

(127, 128) 33.4477 33.5189 33.4289 33.5438 33.5116 33.5840

Offset 0.0300 0.0442 0.0764 0.0640 0.4008 0.1057

as follows: for an image of size 128 × 128, ϑα =
99.5292% and (θ∗−

α , θ∗+
α ) = (33.1012%, 33.8259%);

for an image of size 256 × 256, ϑα = 99.5693% and
(θ∗−

α , θ∗+
α ) = (33.2824%, 33.6447%); for an image of

size 512 × 512, ϑα = 99.5893% and (θ∗−
α , θ∗+

α ) =
(33.3730%, 33.5541%); and for an image of size 1024
× 1024,ϑα = 99.5994% and (θ∗−

α , θ∗+
α ) = (33.4183%,

33.5088%). Twelve grayscale images are tested, and
the results are shown in Table 3. It is shown that all the
images pass the tests, which means that our proposed
image encryption algorithm can effectively resist the
differential analysis.

Then,we choosefive special positions (1,1), (1,256),
(256,1), (256,256) and (127,128) in a plain image of
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Table 6 The NPCR and UACI results for different image encryption schemes

Analysis Algorithm Images

Lena Plane FingerPrint Mickey

NPCR Ours 99.6826 99.6796 99.6658 99.6552

Cao [2] 99.6292 99.6597 99.6414 99.6063

Ping [28] 99.6277 99.6460 99.6552 99.6506

Hua [16] 99.6231 99.5926 99.5895 99.6063

Wang [38] 99.6140 99.6262 99.6658 99.6490

Xu [42] 99.5941 99.6292 99.6613 99.6109

UACI Ours 33.4518 33.4611 33.4467 33.4618

Cao [2] 33.4769 33.4839 33.3784 33.4666

Ping [28] 33.3175 33.4870 33.4960 33.4906

Hua [16] 33.4791 33.5363 33.4862 33.4200

Wang [38] 33.5311 33.5428 33.4937 33.4876

Xu [42] 33.4794 33.4740 33.4440 33.4749

size 256 × 256, and separately change only one bit of
the pixels to obtain five changed images. Encrypt the
changed images, and calculate the NPCR and UACI
values of the cipher images. Tables 4 and 5 show the
NPCR and UACI test results of above tests for several
different image encryption schemes. It is shown that our
proposed scheme can almost achieve the largest NPCR
values and its UACI values are closest to the median
value of the interval, namely 33.46355%. Thus, our
proposed scheme can spread the tiny change of plain
image into the whole cipher image, even if the changed
pixels are at the border of the image.

Finally, we randomly change on bit in a plain image
of size 256 × 256 and calculate the NPCR and UACI
values of the cipher images encrypted from the origi-
nal and changed images. Table 6 shows the compari-
son results of the best NPCR and UACI results in 100
times of experiments. It is shown that the proposed
image encryption scheme can achieve relatively higher
NPCR values, and its UACI values are closest to the
median value of the interval. In conclusion, the pro-
posed algorithm shows strong ability to resist the dif-
ferential attack from this aspect.

4.5 Correlation analysis

It is well known that high correlations exist in adja-
cent pixels of a natural image. As a result, natural
imagesmay containmuchvisual information.Aneffec-
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Fig. 13 Distribution of adjacent pixel pairs in a the plain image
and b the cipher image encrypted by the proposed image encryp-
tion scheme

tive image encryption algorithm should have the ability
to reduce the correlations between adjacent pixels. The
correlation coefficient of two pixel sequences can be
calculated as

Corr(X,Y ) =
∣
∣
∣
∣
E[(X − μX )(Y − μY )]

σXσY

∣
∣
∣
∣ (10)

where E(·), μ and σ represent the mathematical
expectation, mean and standard deviation, respectively.
Meanwhile, X and Y are two sequences with adjacent
pixels along horizontal, vertical or diagonal directions.
If X and Y exhibit a high correlation, the correlation
coefficient is close to 1.Otherwise, it is close to 0. Thus,
two adjacent pixel sequences have weaker correlation
if their correlation coefficient is lower.

To analyze the ability of reducing the high corre-
lation coefficients between adjacent pixels in our pro-
posed image encryption scheme, we first plot the adja-
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Table 8 The correlation coefficients of the plain images and their cipher images encrypted by different encryption schemes

Images Direction Methods

Origin Ours Cao [2] Ping [28] Hua [16] Wang [38] Xu [42]

Lena Horizontal 0.9704 −0.00190000 0.00680000 0.00870000 0.00300000 −0.00680000 −0.00520000

Vertical 0.9463 0.00390000 −0.00130000 −0.00074170 0.00380000 −0.00230000 −0.00200000

Diagonal 0.9125 0.00160000 −0.00230000 0.01460000 0.00290000 0.00200000 −0.00910000

Plane Horizontal 0.9728 −0.00043330 0.00400000 −0.00650000 −0.00660000 −0.00750000 −0.00580000

Vertical 0.9555 0.00290000 0.00560000 0.00110000 0.00400000 0.00280000 −0.00290000

Diagonal 0.9221 −0.00100000 −0.00500000 −0.00960000 −0.00020357 −0.00450000 0.00500000

FingerPrint Horizontal 0.9455 −0.00071871 −0.00270000 0.00300000 0.00250000 −0.00160000 0.00700000

Vertical 0.9191 −0.00110000 −0.00160000 −0.01190000 0.00740000 0.00630000 −0.00370000

Diagonal 0.8199 0.00370000 −0.00730000 0.00007995 −0.00019036 0.00600000 −0.00290000

Mickey Horizontal 0.9351 0.00410000 0.00860000 0.00600000 0.00330000 −0.00030238 0.00500000

Vertical 0.9333 0.00310000 0.00980000 0.00680000 0.00650000 0.00370000 −0.00730000

Diagonal 0.9291 −0.00024847 −0.00300000 0.00640000 0.00100000 0.00610000 −0.00100000

cent pixel pairs of the plain image and its cipher image
and Fig. 13 shows the result. As can be seen, the pixel
pairs in plain image mainly distribute on the diagonal
line, which indicates the high correlation coefficients
between adjacent pixels. However, the pixel pairs in
cipher image are randomly distributed in the whole
plane. The results show that our image encryption
scheme can effectively reduce the correlations between
adjacent pixels.

Table 7 exhibits the correlation values of twelve
images in different sizes. All the correlation values
of cipher images are far smaller than that of plain
images,whichmeans that our image encryption scheme
can effectively reduce the correlations between adja-
cent pixels of images with different sizes. Table 8
shows the comparison results of correlation values of
cipher images encrypted by different image encryp-
tion schemes. It shows that our proposed scheme has
the smallest absolute correlation values, comparedwith
other encryption schemes.

4.6 Ability to resist chosen-plaintext attack

The chosen-plaintext attack is another effective crypt-
analysis technique. During the attack, attackers can
construct a group of special images, such as all-one
and all-zero images. After encrypting them using the
encryption scheme, the attackers can get some informa-

tion about the encryption scheme and further construct
the equivalent key to break the encryption scheme.

In our proposed scheme,we use the plaintext-related
information as a part of the initial states of chaotic sys-
tem. Using this strategy, the chosen-plaintext attack
may be ineffective, because different plain images
may result in different initial states of the chaotic sys-
tem. Note that the plaintext-related information can be
extracted in the decryption process. This is because we
use the average of pixels to generate the initial state and
the permutation operation cannot change the average of
pixels. Once the input image is changed, the average
valuemay be also changed. Then, our proposed scheme
has high ability to resist the chosen-plaintext attack.

5 Conclusion

In this paper, we first proposed a value-differencing
trans-formation (VDT) and amodifiedZigZag transfor-
mation. TheVDTcan split the plain image into four dif-
ference subbands LL,HD,VD andDD according to the
relative positions and the value-differencing between
the adjacent pixels. The modified ZigZag transforma-
tion can separate the imagepixelswith a high efficiency.
Using the VDT and modified ZigZag transformation,
we further proposed a new image encryption scheme. It
uses theVDT to selectively diffuse the image pixels and
utilizes themodified ZigZag transformation to permute
the pixel positions. To improve the ability to defense
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the chosen-plaintext attack, we extract part informa-
tion of plain image as parameters to encrypt the image.
The simulation results show that our proposed algo-
rithm can encrypt different kinds of digital images into
unrecognized cipher images, and one can completely
recover the plain image with the correct secret key. The
comparison results show that our proposed scheme has
a relatively higher efficiency and it has a high ability
to resist different security attacks, including the dif-
ferential attack and chosen-plaintext attack, and can
outperform several other image encryption algorithms.
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