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Abstract—The magnetic induction effects have been em-
ulated by various continuous memristive models but they
have not been successfully described by a discrete mem-
ristive model yet. To address this issue, this article first
constructs a discrete memristor and then presents a dis-
crete memristive Rulkov (m-Rulkov) neuron model. The bi-
furcation routes of the m-Rulkov model are declared by
detecting the eigenvalue loci. Using numerical measures,
we investigate the complex dynamics shown in the m-
Rulkov model, including regime transition behaviors, tran-
sient chaotic bursting regimes, and hyperchaotic firing be-
haviors, all of which are closely relied on the memristor
parameter. Consequently, the involvement of memristor can
be used to simulate the magnetic induction effects in such
a discrete neuron model. Besides, we elaborate a hardware
platform for implementing the m-Rulkov model and acquire
diverse spiking-bursting sequences. These results show
that the presented model is viable to better characterize the
actual firing activities in biological neurons than the Rulkov
model when biophysical memory effect is supplied.

Index Terms—Initial state, magnetic induction, memris-
tive rulkov (m-Rulkov) model, regime transition, transient
chaos.

I. INTRODUCTION

A S WITH conventional chaotic systems, a nervous sys-
tem also involves various nonlinearities. The nonlinearity

in nervous systems plays a vital role in generating spiking-
bursting regimes and chaotic dynamics [1]. However, all these
nonlinearities seldom contain internal variables with physical
effects. A memristor is a nonlinear circuit element whose physi-
cal attributes make it have special nonlinearities with internal
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variables (electric charge or magnetic flux) [2]. Thus, there
is an essential difference between memristive nonlinearity and
conventional nonlinearity [3], [4]. Thanks to the distinctive non-
linearities, the memristors have been broadly applied in chaotic
systems and neural circuits [4]–[6].

The memristors can be used to simulate neural synapses or
to characterize magnetic induction [5] when extracellular and
intracellular ions are propagated in the cell. Most of the previous
mathematical and biological neuron models have been built to
show the main dynamical properties and firing patterns that
are similar to the experimental series for membrane potentials
from biological cells and tissue, while the potential physical
field effect has not been explored, yet. That is, the involve-
ment of memristors into neural circuits can reliably estimate
the biophysical effect when neural activities are triggered. The
Hodgkin–Huxley model [7] and Morris–Lecar model [8] were
built on the basis of the ion-channels of neurons, and their
stochastic ion-channels can be tamed as memristors [9], [10]
and ions propagation can be controlled completely. Yao et al.
[11] reported that the fully hardware-implemented memristor
neuromorphic system provides an energy-efficient approach to
training neural networks. Kumar et al. [12] demonstrated that
the efficiency and accuracy of Hopfield computing network to
converge to a solution are both greatly enhanced when being
incorporated with memristors. Sangwan et al. [13] developed
a hybrid memristor transistor and showed the gate tunability,
large switching ratios, and long-term retention of states. Fu et al.
[14] exhibited a type of diffusive memristors and their ability to
process biosensing signals. Kumar et al. [15] verified that a third-
order memristor element exhibits chaotic dynamics and thus
enables densely functional neuromorphic computing primitives.
Hong et al. [16] proposed a self-repairing astrocyte-neuron net-
work using memristors to imitate changes in neurotransmitters.
Furthermore, when embodying memristors, the performance of
the cellular neural network was further enhanced and the speed
for pattern recognition and image processing was thereby raised
[17]. By imitating the short-term facilitation and long-term
potentiation, the neurochemical foundations for learning and
memory were demonstrated in a memristor-based neural circuit
[18]. In summary, the memristors have attracted considerable
attention from researchers and increasingly become the crucial
components of neuromorphic circuits.

The occurrence of action potential in neurons can induce a
magnetic induction flow [19]. When the neuron firing activities
are related with the magnetic induction, a memristor-enabled
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neuron model can be employed for characterizing the magnetic
induction effect [5], [20]. Using this scheme, many memristor
coupled neuron models were built and numerous complex firing
behaviors were revealed [21]–[23]. So far, however, this scheme
was applied only to continuous memristor neuron models. How
to apply this scheme in discrete memristor neuron models is
still a challenging problem. Hence, introducing a memristor
into a discrete neuron model and finding out its dynamical
effect on the spiking-bursting behaviors are difficult but attrac-
tive research works. Recently, a discrete memristor was pro-
posed by discretizing a continuous memristor [24]. Meanwhile,
several examples of discrete memristive maps were provided
by coupling a discrete memristor with some existing discrete
maps [25]. Inspired by this beneficial idea, this article first
constructs a new discrete memristor with hyperbolic tangent
memductance from a continuous memristor in [5] and then
couples the discrete memristor with the 2-D Rulkov model [26]
to establish a memristive Rulkov (m-Rulkov) neuron model with
a specially imposed influence. Particularly, the m-Rulkov model
can commendably manifest the memristor-simulated magnetic
induction effect and memristor initial state-relied extreme
multistability [27].

The main contributions and novelty of this study are summa-
rized as follows.

1) We construct a discrete memristor and present an m-
Rulkov neuron model. To the best of our knowledge, this
is the first time that a discrete memristor-based neuron
model is presented.

2) To show the complex dynamics in the m-Rulkov model,
we investigate the magnetic induction-related regime
transition behaviors, transient chaotic bursting regimes,
and hyperchaotic firing behaviors. The memristor ini-
tial state-relied bifurcation behaviors manifest that the
m-Rulkov model exhibits the striking phenomenon of
extreme multistability.

3) A hardware platform for implementing the m-Rulkov
model is elaborated and diverse spiking-bursting se-
quences are acquired in physical. Compared with con-
tinuous neuron models, the presented discrete neuron
model has lower dimensions for generating hyperchaotic
behaviors and can produce random numbers with higher
randomness.

The rest of this article is organized as follows. Section II con-
structs a discrete memristor and presents an m-Rulkov model.
Section III investigates the magnetic induction-related regime
transition behaviors and transient chaotic bursting regimes. Sec-
tion IV studies the memristor-related hyperchaotic firing behav-
iors. Section V elaborates a hardware platform to acquire diverse
spiking-bursting sequences. Finally, Section VI concludes this
article.

II. PRESENTED M-RULKOV NEURON MODEL

This section first constructs a new discrete memristor and
inspects its frequency/initial state-relied voltage-current loci.
Afterwards, this section presents an m-Rulkov neuron model
while considering the magnetic induction.

A. Discrete Memristor and Its Fingerprints

Memeristor can be used to simulate the magnetic induction
of neuron action potential. If a neuron is described by a discrete
model, e.g., the 2-D Rulkov model [26], its involved memristor
simulating the magnetic induction should also be discretized.

A flux-controlled memristor was presented to simulate the
magnetic induction recently [5]. It can be remodeled as follows:

i = W (ϕ)v = tanh(ϕ)v,dϕ/dτ = v (1)

where ϕ is the flux variable, τ is the time variable, and v and i
are the voltage and current of the memristor. The memductance
W(ϕ) = tanh(ϕ) shows that the memristor with the hyper-
bolic tangent memductance is smooth, nonlinear, and bounded.
Therefore, the memristor has a distinctive nonlinearity due to
its internal variable ϕ [3], and its nonlinearity is completely
different from the conventional nonlinearity.

Following the continuous memristor discretization method in
[24] and [25], we can obtain a discrete model for the memristor
described in (1). Let vn, in, and ϕn be the values of v(t), i(t), and
ϕ(t) at the n-th iteration, respectively. Then, the discrete model
of the memristor can be built by

in = W (ϕn)vn = tanh(ϕn)vn,

ϕn+1 = ϕn + εvn (2)

where ϕn+1 is the value of ϕ(t) at the (n+1)th iteration. The
parameter ε represents the scale factor of time for generating
the induced electromotive force within finite transient period
depended on the property of the media. To study the magnetic
induction effects of the memristor on the neuron model, ε is set
to 1 and 0.05 as two special examples, in which the larger value
is used to generate hyperchaos while the smaller value is used
to generate bursting firings.

The hyperbolic tangent memductance given in (2) is a single-
valued function, whereas the cosine memductance or cosine
memristance in [24] and [25] is a multivalued function. On the
other hand, high nonlinearity in the memductance indicates rapid
switch and thus discrete relation for v – i is more suitable to es-
timate the transient activation and memory effect is reproduced
completely. From the biological viewpoint, ions and charges
are pumped suddenly when the channel is activated and then the
ions propagation becomes stable. Therefore, a discrete modeling
approach is more appropriate to estimate the ions pumping and
action potential along the synapse than a continuous modeling
approach.

To show the voltage–current loci of the discrete memristor
given in (2), we add a discrete voltage vn = H sin(ωn) to the
input of the discrete memristor [25]. Here, H and ω are the
amplitude and angular frequency of the discrete voltage. First,
let ε = 1. For ω = 0.1, 0.2, 0.4, and 0.8 with H = 0.1 and
ϕ0 = −0.1, the frequency-relied voltage-current loci in the vn
– in plane are plotted in Fig. 1(a). Meanwhile, for ϕ0 = −1,
−0.5, −0.1, and 0.5 with fixed H = 0.1 and ω = 0.2, the initial
state-relied voltage-current loci in the vn – in plane are plotted
in Fig. 1(b). Second, denote ε= 0.05. Forω= 0.05, 0.1, 0.2, and
0.4 with H= 1 andϕ0 = 0, the frequency-relied voltage–current
loci in the vn – in plane are drawn in Fig. 2(a). And for ϕ0 =
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Fig. 1. For ε = 1, the fingerprints of the discrete memristor driven by
vn = H sin(ωn). (a) Frequency-relied voltage-current loci for ω = 0.1,
0.2, 0.4, and 0.8 with H = 0.1 and ϕ0 = −0.1. (b) Initial state-relied
voltage-current loci for ϕ0 = −1, −0.5, −0.1, and 0.5 with fixed H = 0.1
and ω = 0.2.

Fig. 2. For ε = 0.05, the fingerprints of the discrete memristor driven
by vn = H sin(ωn). (a) Frequency-relied voltage-current loci for ω =
0.05, 0.1, 0.2, and 0.4 with H = 1 and ϕ0 = 0 (b) Initial state-relied
voltage-current loci for ϕ0 = −1, −0.5, −0.1, and 0.5 with fixed H = 1
and ω = 0.1.

−1, −0.5, −0.1, and 0.5 with fixed H = 1 and ω = 0.1, the
initial state-relied voltage-current loci in the vn – in plane are
drawn in Fig. 2(b). As can be observed, the voltage–current loci
in Figs. 1 and 2 perfectly illustrate the fingerprints of the discrete
memristor, similar to those of the continuous memristor.

More importantly, the initial state-relied voltage-current loci
can show the special memory effect of the discrete memristor.
As the initial state changes, the local activity of the discrete
memristor also changes, which will affect the firing behaviors
of a discrete neuron model when the memristor is incorporated.
Thus, a discrete memristor is constructed to simulate the mag-
netic induction induced by the action potential in the discrete
neuron model.

B. Discrete m-Rulkov Neuron Model

Most continuous neuron model, such as Hodgkin–Huxley
model [7], Morris–Lecar model [8], and leaky integrate-and-fire
model [28], were based on biophysical assumptions. However,
the discrete Rulkov model with simple algebraic structure was
built on dynamical assumptions. It is a 2-D discrete map that
replicates neuronal firing activities [26], [29]. Relatively speak-
ing, the discrete model is more suitable for digital circuit im-
plementation than the continuous model [30]. When the firing
activities are produced by a neuron, the Rulkov model can be
written as follows:{

xn+1 = F (xn, yn),
yn+1 = yn − μ(xn − σ + 1)

(3)

where xn is the excitatory variable representing the action poten-
tial, yn is the recovery variable, μ is the control parameter, and
σ is the externally imposed influence. The F(x, y) is a nonlinear
and discontinuous function and can be described as follows:

F (x, y) =

⎧⎨
⎩

α/(1 − x) + y, x ≤ 0,
α+ y, 0 < x < α+ y,
−1, x ≥ α+ y

(4)

where α is the control parameter.
Similar to the continuous neuron with memristive magnetic

induction reported in [5], the memristive magnetic induction
induced by stochastic pumping of ions and action potential can
be also taken into account for a discrete neuron. Thus, a discrete
m-Rulkov model with magnetic induction is obtained by the
following:⎧⎨

⎩
xn+1 = F (xn, yn) + k tanh(ϕn)xn,
yn+1 = yn − μxn,
ϕn+1 = ϕn + εxn

. (5)

The additive term ktanh(ϕn)xn indicates the magnetic induc-
tion current with an induction strength k, which is induced by
the action potential xn in (3). Furthermore, the magnetic flux
and induction current can be controlled when this component is
exposed to external magnetic field, because the ions pumping
is disturbed. Therefore, this improved neuron model is more
effective to detect the mode transition and physical field effect
on neural activities induced by changeable magnetic field. It is
particularly important that a specially imposed influence is nec-
essary and should be set to σ = 1 for simplicity; otherwise, the
discrete m-Rulkov model described in (5) is iterated unbounded.
To the best of our knowledge, this is the first time that a discrete
neuron model coupled with memristor is proposed for estimating
the biophysical effect.

The stability of a discrete map is depicted by its fixed point.
The fixed point of the m-Rulkov model satisfies the following:

x̃ = F (x̃, ỹ) + k tanh(ϕ̃)x̃, ỹ = ỹ − μx̃, andϕ̃ = ϕ̃+ εx̃.
(6)

Because x̃ = 0 and F (0, ỹ) = α+ ỹ, it can be solved as
follows:

S = (x̃, ỹ, ϕ̃) = (0,−α, ξ) (7)

where ξ is an arbitrary value depending on the memristor initial
state. Therefore, the m-Rulkov model has infinite fixed points
on the ϕ-axis.

The fixed point can be unstable or stable and its stability can
be determined by its Jacobian eigenvalues. The Jacobian of the
m-Rulkov model at S is derived as follows:

JS =

⎡
⎣F ′(x̃) + k tanh(ϕ̃) F ′(ỹ) ksech2(ϕ̃)x̃
−μ 1 0
ε 0 1

⎤
⎦ (8)

where F ′(x) and F ′(y) are the partial derivatives of the function
F(x, y) with respect to x and y, respectively. Substituting (7) into
(8), the eigenvalues of the Jacobian in (8) can be calculated by
the following:

λ1 = 1, λ2,3 = b±
√

b2 − c (9)
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Fig. 3. For α = 5 and μ = 0.05, the loci of three eigenvalues with
respect to the memristor parameter. (a) ktanh(ξ) increasing from −6.1
to −5.9. (b) ktanh(ξ) increasing from −4.2 to −3.8.

where b = 0.5(1 + α+ k tanh ξ) and c = α+ μ+ k tanh ξ.
Hence, the eigenvalues are independent of the parameter ε.

Obviously, if |λ2| > 1 or |λ3| > 1, the fixed point S is unstable;
otherwise it is critical stable due to |λ1|= 1. When the parameters
b and c in (9) are specified, the two eigenvalues λ2 and λ3 in (9)
can be calculated and the instability of the m-Rulkov model can
be determined.

The parameters k and ξ are related to the discrete memristor.
To provide a convenience for analysis, we take ktanh(ξ) as
a variable parameter and call it the memristor parameter. In
the following, we consider two sets of representative model
parameter settings (α and μ) as examples and they are used
to generate hyperchaos and bursting firings, respectively.

First, a set of representative model parameters are set to α =
5 and μ = 0.05 for bursting firings. The critical stable interval
of memristor parameter is solved from (9) as follows:

−6.025 ≤ k tanh(ξ) ≤ −4.05. (10)

Because |tanh(ξ)| < 1, the induction strength should satisfy
the condition that |k| > 4.05. Otherwise, (10) has no solution.

When the memristor parameter increases within [−6.1,−5.9]
and [−4.2, −3.8], we draw the loci of the three eigenvalues in
Fig. 3. One can see that λ1 is always on the unit circle and λ2,
λ3 are depended on the memristor parameter. When ktanh(ξ)
increases from−6.1 to−5.9, λ2 is inside the unit circle, whereas
λ3 goes through the unit circle via −1. When ktanh(ξ) increases
from −4.2 to −3.8, λ2, λ3 are a pair of conjugate complex roots
and they cross the unit circle from the first and fourth quadrants,
respectively. From (10) and Fig. 3, we can know that the m-
Rulkov model has a period-doubling bifurcation at ktanh(ξ) =
−6.025 and a Hopf bifurcation at ktanh(ξ) = −4.05.

Secondly, another set of representative model parameters are
set toα= 0.4 andμ= 0.4 for hyperchaos. Then the critical stable
interval of memristor parameter is solved from (9) as follows:

−1.6 ≤ k tanh(ξ) ≤ 0.2. (11)

Similarly, the induction strength must satisfy the condition |k|
> 0.2. Otherwise, (11) has no solution.

When the memristor parameter increases within [−1.7,−1.5]
and [−0.1, 0.5], the loci of the three eigenvalues are plotted in
Fig. 4. Similarly, we can observe from (11) and Fig. 4 that a
period-doubling bifurcation occurs at ktanh(ξ) = −1.6 and a
Hopf bifurcation appears at ktanh(ξ) = 0.2.

Fig. 4. For α = 0.4 and μ = 0.4, the loci of three eigenvalues with
respect to the memristor parameter. (a) ktanh(ξ) increasing from −1.7
to −1.5. (b) ktanh(ξ) increasing from −0.1 to 0.5.

Fig. 5. Induction strength-relied bifurcation diagrams for x, y, ϕ as well
as the first two LE spectra.

Consequently, when the memristor parameter falls in the
interval restricted by (10) or (11), the m-Rulkov model is crit-
ical stable, otherwise it is unstable. With the change of the
memristor parameter, the m-Rulkov model has the routes of
period-doubling bifurcation and Hopf bifurcation. Due to |λ1|
= 1, the memristor parameter-relied stability of the presented
model cannot be directly evaluated by (10) or (11), but it can be
determined by the numerical results.

III. MAGNETIC INDUCTION-RELIED REGIME TRANSITION

This section studies the magnetic induction-relied regime
transition behaviors of the m-Rulkov model with fixed α= 5, μ
= 0.05, and ε = 0.05, and (x0, y0) = (0, 0). The bifurcation
diagrams are plotted by measuring the spike value of x per
cycle, rather than the sampling value of x per iteration in the
traditional sense. Besides, the Lyapunov exponent (LE) spectra
are calculated using the Wolf’s Jacobian-based algorithm [25].

A. Induction Strength-Relied Regime Transition

The memristor initial state is set as ϕ0 = 0 and the induction
strength k is taken as an alterable parameter. The bottom of Fig. 5
displays the bifurcation diagrams for x, y, ϕ simultaneously,
and the top of Fig. 5 plots the first two LEs. As k increases
from −0.1, the m-Rulkov model starts with silence and jumps
into tonic spiking with zero largest LE at k = −0.091. The
periodic spiking lasts until k = 0.230, during which there is
a narrow chaotic spiking interval with positive largest LE at k
� [0.1640, 0.1657]. Thereafter, the m-Rulkov model goes into
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Fig. 6. Induction strength-relied phase diagrams in the x − ϕ plane
(left) and firing patterns for x, y, ϕ (right). (a) Tonic spiking at k = 0.1. (b)
Periodic bursting at k = 0.5. (c) Chaotic bursting at k = 0.55.

the interval where periodic bursting and chaotic bursting appear
alternately, and finally settles into chaotic bursting. As can be
found, with the change of k, the model (5) simulates essential
regimes of neuronal firing patterns, such as the silence, tonic
spiking, periodic bursting, and chaotic bursting [29].

Corresponding to the induction strength-relied bifurcation
scenarios in Fig. 5, three representative values of the induction
strength k are determined for the m-Rulkov model. Fig. 6 depicts
three sets of phase diagrams in the x − ϕ plane (left) and
firing patterns for x, y, ϕ (right). As can be observed, Fig. 6(a)
displays a tonic spiking regime, Fig. 6(b) exhibits a periodic
bursting regime, and Fig. 6(c) shows a chaotic bursting regime.
For the spiking regimes, the increase of k leads to the decrease
of the interspike intervals; whereas for the bursting regimes, the
increase of k results in the increase of the spike number per burst.
In addition, the chaotic bursting regimes with different irregular
spikes easily appear in the m-Rulkov model and they cannot be
found in the original Rulkov model. These results manifest that
the memristor magnetic induction can cause complex regime
transition behaviors in the m-Rulkov model.

B. Memristor Initial State-Relied Regime Transition

The induction strength k is fixed as k= 0.5, and the memristor
initial stateϕ0 is treated as an alterable parameter. The bottom of
Fig. 7 depicts the bifurcation diagrams for x, y,ϕ simultaneously,
and the top of Fig. 7 plots the first two finite-time LEs. The
dynamical behaviors exhibited in the bifurcation diagrams and
finite-time LEs are basically consistent, but have difference in
the vicinity of ϕ0 = 3 due to transient chaos. When ϕ0 increases
from −6, the m-Rulkov model begins with silence and mutates

Fig. 7. Memristor initial state-relied bifurcation diagrams for x, y, ϕ
along with the first two LE spectra.

Fig. 8. Memristor initial state-relied phase diagrams in the x − ϕ plane
(left) and firing patterns for x, y, ϕ (right). (a) Tonic spiking at ϕ0 = −3.0.
(b) Chaotic bursting at ϕ0 = −2.0. (c) Periodic bursting at ϕ0 = 1.5.

into tonic spiking at ϕ0 = −5.185. The periodic spiking lasts
until ϕ0 =−2.944, during which there is a narrow chaotic spik-
ing interval at ϕ0 � [−3.598, −3.378]. Afterwards, the model
(5) enters into the interval where periodic bursting and chaotic
bursting appear alternately, and finally settles into the chaotic
bursting. Thus, with the change of the memristor initial state
ϕ0, the model (5) can simulate the essential regimes of neuronal
firing patterns as well. Therefore, the bifurcation scenarios in
both the Figs. 5 and 7 have complex regime transition behaviors.

Similarly, from the bifurcation scenarios in Fig. 7, three rep-
resentative values of the memristor initial state ϕ0 are selected.
Fig. 8 shows three sets of phase diagrams in the x − ϕ plane
(left) and firing patterns for x, y, ϕ (right). Concretely, Fig. 8(a)
reveals a tonic spiking regime, Fig. 8(b) claims a chaotic bursting
regime with irregular spikes, and Fig. 8(c) exhibits a periodic
bursting regime with double bursters. For the spiking regimes,
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Fig. 9. Iterative sequences of transient chaotic bursting with steady
periodic spiking at k = 0.22 (ϕ0 = 0), where the transient chaotic
bursting motion changes to a steady-state periodic spiking motion at
n = 3.75 × 104. The two images above are partial enlargements of the
image below.

the increase ofϕ0 causes the decrease of the interspike intervals.
While for the chaotic and periodic bursting regimes, the increase
of ϕ0 keeps the interburst intervals basically unchanged. The
results declare that the memristor initial state can also cause
complex regime transition behaviors in the m-Rulkov model.
Namely, the infinitely many attractors with extreme multistabil-
ity are coexisted in the m-Rulkov model [4].

C. Transient Chaotic Bursting Regimes

Transient chaos is usually accompanied with boundary crisis
that can show intermittent behavior. A system trajectory behaves
chaotically on finite-time intervals and then passes to a steady
nonchaotic state that can be periodic or stationary as well. The
phenomenon of transient chaos can often occur in many chaotic
systems [31].

From Fig. 5, one can find that the dynamical behaviors rep-
resented by the LE spectra and bifurcation diagrams are incon-
sistent within some special intervals of k due to the appearance
of transient chaos. For instance, when k = 0.22, the largest LE
shown in the top of Fig. 5 equals to zero, while the bifurcation
behavior given in the bottom of Fig. 5 is chaotic bursting regime.
Fig. 9 displays the corresponding iterative sequences of the tran-
sient chaotic bursting with steady periodic spiking in iterative
interval [1, 5× 104]. The relatively long transient chaotic motion
occurs at the beginning and changes to a steady-state periodic
motion at n= 3.75× 104. The sequence in [2× 104, 2.1× 104] is
chaotic bursting, while that in [3.97 × 104, 4 × 104] is periodic
spiking. This result indicates that the m-Rulkov model has a
regime transition from the long-term transient chaotic bursting
to final steady periodic spiking.

Another interesting instance can be seen in Fig. 7. When ϕ0

= 3.0, the largest LE depicted in the top of Fig. 7 is zero, while
the bifurcation behavior drawn in the bottom of Fig. 7 is chaotic.
Fig. 10 shows the corresponding iterative sequences of transient
chaotic bursting with steady periodic bursting in iterative interval
[1, 3.5 × 104]. A long transient chaotic bursting motion appears

Fig. 10. Iterative sequences of transient chaotic bursting with steady
periodic bursting at ϕ0 = 3.0 (k = 0.5), where the transient chaotic
bursting motion changes to a steady-state periodic bursting motion at
n = 2.53 × 104. The two images above are partial enlargements of the
image below.

in the starting interval and then goes to a steady-state periodic
bursting motion at n = 2.53 × 104. As shown in Fig. 10, the
iterative sequence in [2 × 104, 2.1 × 104] is chaotic bursting
with irregular bursters, while that in [3.97 × 104, 4 × 104] is
periodic bursting with triple bursters. The result shown here is
distinguishing from that shown in Fig. 9 and means that the m-
Rulkov model has a regime transition from the transient chaotic
bursting to steady periodic bursting.

In summary, when introducing the memristive magnetic in-
duction, the m-Rulkov model can produce biologically plausible
and significant magnetic induction-relied regime transition be-
haviors. Then, the actual firing activities in biological neurons
can be better characterized when biophysical memory effect is
supplied.

IV. HYPERCHAOTIC FIRING BEHAVIORS AND ATTRACTORS

To further demonstrate complex dynamics of the m-Rulkov
model, we explore its memristor-related hyperchaotic firing be-
haviors in aspects of mixed bifurcation plot and phase trajectory.
The parameter and initial state settings are changed as α = 0.4,
μ = 0.4, and ε = 1, and (x0, y0) = (0, 0).

A. Memristor-Related Hyperchaotic Firing Behaviors

A mixed bifurcation plot is depicted in the ϕ0 − k plane
by measuring the spike value of iterative sequence per cycle
and its first two finite-time LEs [27]. Fig. 11 shows the mixed
bifurcation plot of the m-Rulkov model for ϕ0 � [−2, 2] and k
� [−2, 2]. The red area labeled by HC represents hyperchaos,
the pink area by CH represents chaos, the khaki area by QP
represents the quasi-period, the purple area by MP represents the
multiple period with a cycle number of more than 8, the black
area by UB represents the unbounded behavior, and the rest areas
labeled by P1 to P7 represent period-1 to period-7, respectively.
Note that the hyerchaotic and quasi-periodic firing behaviors
need to be proved by the collaboration of the finite-time LEs.
Therefore, the mixed bifurcation plotted in Fig. 11 can exhibit
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Fig. 11. Complex hyperchaotic firing behaviors depicted by the mixed
bifurcation plot in the ϕ0 − k plane under the parameter and initial state
settings α = 0.4, μ = 0.4, and ε = 1, and (x0, y0) = (0, 0).

Fig. 12. Memristor initial state-relied bifurcation diagrams for x, y along
with the LE spectra, where α = 0.4, μ = 0.4, ε = 1, k = −1.2, and (x0,
y0) = (0, 0).

complex hyperchaotic firing behaviors that are extremely related
to the induction strength and memristor initial state.

To intuitively display how the bifurcation routes to chaos,
we draw the bifurcation plots with the change of ϕ0 by fixing
k = −1.2. The bottom of Fig. 12 shows the bifurcation dia-
grams for variables x and y, and the top of Fig. 12 gives the
corresponding finite-time LEs. Note that we do not give the
bifurcation diagram of variable ϕ for easy observation. As the
memristor initial stateϕ0 increases from−2, the motion orbits of
the m-Rulkov model first show hyperchaotic firing patterns with
two positive LEs, and then display chaotic firing patterns with
one positive LE atϕ0=−1.33, and finally behave quasi-periodic
firing patterns with two zero LEs at ϕ0 = −1.01. So there is
a specific quasi-periodic bifurcation route to chaos around ϕ0

= −1.01. When ϕ0 varies within the interval [−0.97, −0.37],
the motion orbits exhibit periodic firing patterns with negative
largest LE, but also display chaotic firing patterns in the narrowly
sandwiched interval [−0.84, −0.80]. When ϕ0 � [−0.37, 0.24],
the motion orbits oscillate in chaotic firing patterns with some
periodic windows due to crisis scenarios. When ϕ0 � [0.24,
0.68], the motion orbits are in multi-periodic firing patterns.
Afterwards, when ϕ0 increases within the interval [0.68, 2],
the motion orbits have dynamical transitions from period-2, to
period-4, to period-8, further to period-16, and finally to chaos

Fig. 13. Phase trajectories for four sets of memristor parameters.
(a) Chaotic attractor for (ϕ0, k) = (1.8, 1). (b) Hyperchaotic attractor
for (ϕ0, k) = (2, 0.8). (c) Hyperchaotic attractor for (ϕ0, k) = (−2, −1.2).
(d) Chaotic attractor for (ϕ0, k) = (−1.3, −1.2).

TABLE I
PERFORMANCE INDICATORS FOR FOUR SETS OF ITERATIVE SEQUENCES

due to the period-doubling bifurcation route to chaos. Therefore,
the m-Rulkov model has complex bifurcation dynamics and its
firing patterns are extremely relied on its memristor initial state,
indicating the emergence of extreme multistability [4].

B. Hyperchaotic and Chaotic Attractors

Four representative sets of memristor parameters are picked
from the red and pink areas in Fig. 11, namely (ϕ0, k) = (1.8,
1), (2, 0.8), (−2, −1.2), and (−1.3, −1.2), respectively. For the
m-Rulkov model, the phase trajectories projected on the x − ϕ
plane are obtained and shown in Fig. 13. Two hyperchaotic at-
tractors and two chaotic attractors are demonstrated. Obviously,
all these hyperchaotic and chaotic attractors have fantastic fractal
structures.

Besides, we also evaluate these sequences using different
performance indicators, which include the first two finite-time
LEs (LE1, LE2), spectral entropy (SE), permutation entropy
(PE), and correlation dimension (CorDim) [25]. The length of
sequences for the first two LEs is determined as 5 × 105 and that
for other performance indicators is set to 105. The test results
of the generated sequences under the four sets of memristor
parameters are listed in Table I. As seen that, the sequences
under (ϕ0, k) = (2, 0.8), (−2, −1.2) have two positive LEs,
representing hyperchaos; whereas those under (ϕ0, k) = (1.8,
1), (−1.3, −1.2) have only one positive LE, representing chaos.
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However, they all have large test values, indicating excellent per-
formance indicators. This implies that the introduced memristor
can significantly enhance the chaos complexity of the original
Rulkov model. Therefore, the m-Rulkov model has the same
properties with other discrete chaotic maps and can also be
applied to various industrial fields.

C. Random Number Generator

Random numbers are widely applied in many industrial fields
[32], [33]. Since the m-Rulkov model can generate the chaotic
sequences with excellent performance indicators, it can achieve
good performance in this application. Here, we design random
number generators using the four sets of chaotic sequences,
which are produced by the m-Rulkov model under the four sets
of memristor parameters listed in Table I.

Suppose a chaotic sequence generated by the m-Rulkov model
is S = {s1, s2, …, sn, …}. Then random numbers are produced
by the following:

Pi = B(sn)41:48 (12)

where B(·) is to transform a value to be a 52-bit float number
obeying the IEEE float-point standard. Thus, eight binary num-
bers are produced for each output of the chaotic sequence.

The random numbers are expected to have high randomness.
The NIST SP800-22 [34] is used to test the random numbers.
It is a convinced and all-side test standard that contains 15
subtests. Each subtest aims to find the nonrandom area in a
random number sequence. A significance level is used in the
test suite. According to the settings and requirements in [34],
we set the significance level as 0.01, and the length of binary
sequence as 106. Then, a total number of 120 binary sequences
are generated and tested.

In our experiments, we first generate a chaotic sequence {x1,
x2, …, xn, …} with length 120 × 125000, and then produce 120
binary sequences with 106 bits. The pass rate larger than 0.9628
is considered to pass the related sub-test [34]. Table II lists the
test results of the four sets of chaotic sequences generated by the
m-Rulkov model. One can see that they can pass all the subtests
of the NIST SP800-22 test suite. This means that the m-Rulkov
model has complex chaotic dynamics and can produce random
numbers with high randomness.

D. Performance Comparisons

To compare the performance of the presented 3-D m-Rulkov
model with several existing discrete and continuous neuron
models in generating random numbers, we select the m-Rulkov
model under the memristor parameters (ϕ0, k) = (2, 0.8) and
four existing discrete and continuous neuron models with their
typical parameter settings as the chaotic sequence sources in (12)
to generate random numbers. These existing neuron models in-
clude the 2-D discrete Rulkov model (2-D Rulkov1 model) [26],
2-D discrete Rulkov model based on continuous nonlinearity
(2-D Rulkov2 model) [35], 3-D memristor-based continuous HR
model (3-D mHR model) [5], and 3-D continuous Morris-Lecar
model (3-D M-L model) [36]. Note that these existing neuron
models are initiated from their origin.

TABLE II
NIST SP800-22 TEST RESULTS FOR FOUR SETS OF RANDOM NUMBERS

GENERATED BY THE M-RULKOV MODEL

Note: ∗Non-Ovla. Temp., Ran. Exc., and Ran. Exc. Var. tests are comprised of 148, 8,
and 18 subtests, respectively.

TABLE III
PERFORMANCE COMPARISONS FOR THE CHAOTIC SEQUENCES GENERATED

BY SOME DISCRETE AND CONTINUOUS NEURON MODELS

Note: ∗The SE and PE measurements are based on the chaotic sequences directly generated
by the above neuron models.

Afterward, we use information entropy (InfoEn) to compute
the randomness of the generated random numbers. The InfoEn
of a sequence S can be computed by the following:

H(S) = −
∑2n

j=1
p(Sj)log2p(Sj) (13)

where Sj is the jth possible value in S, p(Sj) is the probability
of Sj, and n is the bit length in each value. In our measurement,
each 8 bits of random numbers are set as a unit and the maximum
value of InfoEn is thereby obtained as 8. A larger InfoEn value
implies the higher randomness of the random numbers generated
by the neuron model.

Table III lists the InfoEn values of different random numbers
with 105-bit length generated by different neuron models under
their typical parameter settings. As can be observed, the random
numbers generated using the 3-D m-Rulkov model have larger
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Fig. 14. Measured induction strength-relied phase diagrams in the x
− ϕ plane (left) and iterative sequences of variable x (right). (a) Tonic
spiking at k = 0.1. (b) Periodic bursting at k = 0.5. (c) Chaotic bursting
at k = 0.55.

InfoEn values than that using the existing discrete and contin-
uous neuron models. When random numbers are used in many
applications, they are expected to have high randomness. Thus,
the random numbers generated by the 3-D m-Rulkov model are
suitable for many engineering applications.

Moreover, Table III lists the SE and PE of the 105-bit length
sequences directly generated by different neuron models. One
can observe that the 3-D m-Rulkov model possesses relatively
larger PE than all the existing discrete and continuous neuron
models, and the discrete neuron models can achieve larger SE
than the existing constinuous neuron models. The comparative
results signify that the chaotic sequences generated by the m-
Rulkov model have more complex chaotic dynamics.

V. HARDWARE EXPERIMENTAL VERIFICATION

The on-chip digital devices can be used to implement numer-
ous neuron models. In this section, we elaborate a hardware
platform for implementing the m-Rulkov model based on a
32-bit microcontroller and then acquire diverse spiking-bursting
sequences in physical. Due to the properties of pony-size, low-
cost, and ultralow power, the microcontroller is widely applied
in industrial electronics [32].

The programmable hardware platform mainly contains a 32-
bit STM32F407 microcontroller, two 12-bit TLV5618 digital-
to-analog converters, and a voltage transfer circuit. The mi-
crocontroller is used for digitally implementing the m-Rulkov
model, the digital-to-analog converters output analog voltage
sequences, and the voltage transfer circuit realizes the unipolar-
to-bipolar voltage conversion. The executable program of the
m-Rulkov model in (5) is coded using C language and down-
loaded to the 32-bit microcontroller. All the parameter and
initial settings are preloaded to the programmable hardware plat-
form. When switching on the power supply, the analog voltage

Fig. 15. Measured memristor initial state-relied phase diagrams in the
x − ϕ plane (left) and time sequences of variable x (right). (a) Tonic
spiking at ϕ0 = −3.0. (b) Chaotic bursting at ϕ0 = −2.0. (c) Periodic
bursting at ϕ0 = 1.5.

sequences or phase diagrams in the XY mode can be captured
by a digital oscilloscope.

First, the parameter and initial state settings are fixed as α =
5, μ= 0.05, and ε= 0.05, and (x0, y0, ϕ0) = (0, 0, 0). Following
the numerical results in Fig. 6, three concerned values of the
induction strength k are determined for the m-Rulkov model.
The induction strength-relied phase diagrams in the x − ϕ plane
and time sequences of variable x are experimentally measured
by the digital oscilloscope, as shown in Fig. 14. Second, the
parameter and initial state settings are fixed as α= 5, μ= 0.05,
ε = 0.05, and k = 0.5, and (x0, y0) = (0, 0). According to the
numerical results given in Fig. 8, three concerned values of the
memristor initial state ϕ0 are selected for the m-Rulkov model.
The memristor initial state-relied phase diagrams in the x −
ϕ plane and time sequences of variable x are experimentally
measured by the digital oscilloscope, as shown in Fig. 15. The
experimental results in Figs. 14 and 15 perfectly validate the
simulation results in Figs. 6 and 8. This manifests the feasibility
of the hardware platform for the presented m-Rulkov model.

VI. CONCLUSION

Magnetic flux can estimate the contributions of the mag-
netic field induced by current and running charges, and the
involvement of flux-controlled memristor can describe synaptic
plasticity and controllability of synapse under external field. The
inner ions pumping is stochastic and paroxysmal in the cell, and
the induced magnetic field is changeable, while the magnetic flux
is a kind of statistical scalar and the transient effect is missed
when the continuous model is applied. Besides, the biological
neurons show rapid mode transition under external stimulus.
Therefore, the combination of discrete memristor and map is
reliable to estimate the biophysical effect in neurons and nervous
system.
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With this knowledge, this article first constructed a discrete
memristor and then presented an m-Rulkov neuron model by
involving the discrete memristor. The m-Rulkov model has infi-
nite fixed points and its stability depends strongly on the control
parameters and memristor initial state. The bifurcation routes
of the m-Rulkov model were declared by detecting the eigen-
value loci and its complex spiking-bursting transitions, transient
chaotic bursting, and hyperchaotic firing behaviors were inves-
tigated using numerical measures. The results showed that the
memristor can be used to simulate the magnetic induction and
its dynamical effects on the m-Rulkov model can be effectively
revealed. In brief, the presented m-Rulkov model produces
biologically plausible and significant magnetic induction-relied
regime transition behaviors, which can well characterize the
actual firing activities in biological neurons. In addition, com-
pared with continuous neuron models, the m-Rulkov model has
lower dimensions for generating hyperchaotic behaviors and can
produce random numbers with higher randomness. However,
how to explain the complex kinetics mechanism of these regime
transition behaviors theoretically remains to be further studied.
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